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1 Introduction

In this work, we study the existence and uniqueness of Stepanov-like pseudo almost automorphic
solutions of infinite class for the following neutral partial functional differential equation

u' (t) = Aug + L(uy) + f(t) for t € R, (1.1)

where A is a linear operator on a Banach space X satisfying the Hille—Yosida condition. The phase
space 4 is a linear space of functions mapping ( — oo, 0] into X satisfying some axioms which will
be described in the sequel; for every ¢ > 0 the history u; € 4 is defined by

ut(0) = u(t + 0) for 6 € (— o0, 0],

L is a bounded linear operator from % to X and f: RT — X is a continuous function.

Almost automorphic functions are more general than almost periodic ones and they were intro-
duced by Bochner [5, 6]. (For more details on almost automorphy and related topics we refer to
the recent books [12, 14], where the author discusses not only the theory of almost automorphic
functions, but also shows applications of such functions to differential equations.) In [13] the authors
introduced and studied a new class of Stepanov-like almost automorphic functions with values in
a Banach space. Almost automorphic solutions in the context of differential equations have been
studied by many authors. In [17], the authors presented a new approach dealing with weighted
pseudo almost periodic functions and their applications in evolution equations and partial functional
differential equations by using the measure theory.

The aim of this work is to generalise the results established in [17] by proving the existence of
Stepanov-like pseudo almost automorphic solutions of equation (1.1) when the delay is distributed on
(— 00, 0]. Our approach is based on the variation of constants formula and the spectral decomposition
of the phase space developed in [3].

This work is organised as follow. In Section 2, we recall some preliminary results on variation of
constants formula and spectral decomposition. In Section 3 and Section 4, we recall some preliminary
results on Stepanov-like pseudo almost automorphic functions that will be used in this work. In
Section 5, we prove some properties of SP-pseudo almost automorphic function of infinite class. In
Section 6, we discuss the main result of this paper. Using the strict contraction principle we show the
existence and uniqueness of Stepanov-like pseudo almost automorphic solution of infinite class for
equation (1.1). Finally, for illustration, we study the existence and uniqueness of SP-pseudo almost
automorphic solution for some model arising in population dynamics.

2 Variation of constants formula and spectral decomposition

In this work, we assume that the state space (.4, |.| %) is a normed linear space of functions mapping
( — 00, 0] into X and satisfying the following fundamental axioms.

(A1) There exist a positive constant H and functions K (.), M(.): Rt — R™, with K continuous
and M locally bounded, such that forany 0 € Rand a > 0if u: ( — 00,a] = X, u, € 4,
and u(.) is continuous on [0, o + al, then for every ¢ € [0, o + a] the following conditions hold
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(i) w € #,
(ii) |u(t)| < H|u¢|z, which is equivalent to |¢(0)| < H|p|4 for every ¢ € A,
(i) |u¢|z < K(t — 0) sup,<g<y [u(s)| + M(t — 0)|ug| 2.

(A2) For the function u(.) in (Ay), t — w, is a #-valued continuous function for ¢ € [0, 0 + a.

(B) The space & is a Banach space.
We assume that

(C1) if (pn)n>0 is a sequence in & such that ¢, — 0in & as n — +oo, then (¢, (0))n>0
converges to 0 in X.

Let C(( — 00, 0], X) be the space of continuous functions from ( — oo, 0] into X. We suppose the
following assumptions hold:

(Co) B CC((—0,0],X),

(C3) there exists A\g € R such that for all A\ € C with Re A > \g and € X we have Mz € £ and

A
Ky = sup ]e 7l ,
ReA>\o, z€X, \CC|
x#0

where (e*z)(0) = eMa for§ € (— 00,0l and z € X.

To equation (1.1) we associate the following initial value problem

d
—ur = A L t) fort>0
T up + L(ug) + f(t) fort >0, o

uy = p € A,

where f: R™ — X is a continuous function. Let us introduce the part Ay of the operator A in D(A)
which is defined by

D(Ap) = {z € D(A) : Az € D(A)},

Apx = Az for z € D(Ay).

We make the following assumption.

(Hp) A satisfies the Hille—Yosida condition.

Lemma 2.1 ([2]) Ag generates a strongly continuous semi-group (1o(t))i>0 on D(A).

The phase space Z 4 of equation (2.1) is defined by X4 = {go € B :9(0) € D(A)}. For each
t > 0 we define the linear operator U (t) on B4 by U(t)p = v4(., @), where v(., ¢) is the solution of
the following homogeneous equation

d
o= Avy + L(vy) fort >0,

vp = p € AB.
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Theorem 2.2 ([3]) Assume that % satisfies (A1), (A2), (B), (C1) and (Cs3). Then, Ay defined on
B a by

{D(Au) ={peC((—00,0l; X)NBa:¢ € Baand ¢'(0) = Ap(0) + L(p) },
Ay = ¢ for p € D(Ay)

is the infinitesimal generator of the semi-group (U(t))i>0 on A a.

Let (X)) be the space defined by (X) = {Xox : € X}, where the function Xz is defined by

0, iffe(—o0,0),

(Xoz)(0) = {x if0 = 0.

The space 4 @ (Xo) equipped with the norm |¢ + Xoc|z = ||z + |c| for (¢, c) € B4 x X isa
Banach space. Consider the extension Az, of Ay, defined on Z4 & (Xo) by

{D(.Zlvu) ={p e C'((—00,0;X):¢€D(A)and ¢’ € W},
Aup = ¢ + Xo(Ap + L(p) — ).

Lemma 2.3 ([3]) Assume that 2 satisfies (A1), (Az), (B), (C1), (C2) and (Cs3). Then, .;lvu satisfies
the Hille-Yosida condition on B, @ (Xy), i.e., there exist M > 0, @ € R such that (w0, +0o0) C

p(Ay) and

\(/\I—ANM)_”\ < forn e Nand A\ > .

(A=)

Now, we can state the variation of constants formula associated to equation (2.1). Let Cyg be the
space of X -valued continuous function on ( — oo, 0] with compact support. We assume that

(D) if (¢n)n>0 is a Cauchy sequence in # and converges compactly to ¢ on (— o0, 0], then p € #
and |, — | — 0.

Theorem 2.4 ([3]) Assume that (Cy), (C2) and (C3) hold. Then, the integral solution x of equa-
tion (2.1) is given by the following variation of constants formula

uw =U(t)p + lim 1tZ/l(t — 8)Bx(Xof(s))ds for t >0,
0

A——+o00

where By = A(M — Ay) L.
Definition 2.5 We say that a semi-group (U(t))i>0 is hyperbolic if o(Ay) NiR = (.

Let (So(t)):>0 be the strongly continuous semi-group defined on the subspace %y = {¢ € & :
©(0) = 0} of A by
P(t+0), ift+6<0,

(So(t)9)(0) = {0 ift+6>0.
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Definition 2.6 Assume that 9 satisfies axioms (B) and (D). The space & is said to be a fading
memory space, if for all p € By we have |Sy(t)p| — 0 as t — +o00. Moreover, B is said to be a
uniform fading memory space, if |So(t)| — 0 as t — +oo with respect to the operator norm.

Lemma 2.7 ([11]) If & is a uniform fading memory space, then we can choose the function K
constant and the function M such that M (t) — 0 as t — +oc.

Proposition 2.8 ([11]) If the phase space % is a fading memory space, then the space
BC(( — 00,0], X) of bounded continuous X -valued functions on ( — 00, 0] endowed with the
uniform norm topology is continuously embedded in B. In particular, B satisfies (Cs3) for Ag > 0.

For the sequel, we make the following assumption.

(Hy) To(t) is compact on D(A) for every t > 0.

(H2) £ is a uniform fading memory space.

We get the following result on the spectral decomposition of the phase space % 4.

Theorem 2.9 ([3]) Assume that B satisfies (A1), (A2), (B), (C1) and that (Hy), (Hy), (H2) hold.
Then, the space B4 is decomposed as a direct sum By = S ® U of two U(t) invariant closed
subspaces S and U such that the restricted semi-group on U is a group and there exist positive
constants M and w such that

Ut)p| < Me“|p| for t >0 and ¢ € S,
U(t)p| < Me“ |p| for t <0 and ¢ € U.

The spaces S and U are called, respectively, the stable and unstable space. By 11° and IT* we denote,
respectively, the projection operator on S and U.

3 Almost automorphic functions and (y, v) ergodic functions

In this section, we recall some properties about (u, )-pseudo almost automorphic functions. Let
BC(R; X)) be the space of all bounded and continuous function from R to X equipped with the
uniform topology norm. We denote by N the Lebesgue o-field of R and by M the set of all positive
measures  on N satisfying u(R) = +oo and u([a,b]) < oo forall a,b € R (a < b).

Definition 3.1 A bounded continuous function ¢: R — X is called almost automorphic if for each
real sequence (sy,) there exists a subsequence (sy,) such that

9(t) = lim o(t+sn)
is well defined for each t € R, and

lim g(t - sn) = ¢<t)

n—-+o0o

foreacht € R. We denote by AA(R; X) the space of all such functions.
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Proposition 3.2 ([15]) AA(R; X) equipped with the supremum norm is a Banach space.

Definition 3.3 Let X, and X9 be two Banach spaces. A bounded continuous function ¢: R x X; —
Xo is called almost automorphic in t € R uniformly for each x in Xy if for every real sequence (s,)
there exists a subsequence (sy,) such that

g(t,x) = lim o(t+ sp,z) in Xy

n—-+00

is well defined for eacht € R and each x € X1, and

lm g(t — sp,z) = P(t,x) in Xo

n—-+0o0o

foreacht € R and for every x € X1. We denote by AA(R x X1; Xo) the space of all such functions.

Definition 3.4 A bounded continuous function ¢: R — X is called compact almost automorphic if
for each real sequence (sy,) there exists a subsequence (s;,) such that

g(t)= lim ¢(t+s,) and lim g(t —sp) = P(t)

n—-+oo n—-+o0o

uniformly on compact subsets of R. We denote by AA.(R; X) the space of all such functions.

It is well-known that AA.(R; X)) is a closed subset of (BC(R; X), |.|), and so we immediately
get the following result.

Lemma 3.5 ([15]) AA.(R; X) equipped with the supremum norm is a Banach space.

Definition 3.6 Let X, and Xo be two Banach spaces. A bounded continuous function ¢: R x X; —
Xo is called compact almost automorphic in t € R if for every real sequence (s,,) there exists a
subsequence (sy,) such that

g(t,x) = nll}l_{l_loo O(t+ sp,x) and  lim g(t — sy, z) = ¢(t,x) in Xy,

n—-+oo

where the limits are uniform on compact subsets of R for each x € X;1. We denote by AA.(R x
X1; X2) the space of all such functions.

In the sequel, we recall some preliminary results concerning the (u, v)-pseudo almost automor-
phic functions. The symbol £(R; X, i, v) stands for the space of functions

—+7
E(R; X, 1, v) = {u € BOR: X) : lim 1/ lu(t)| dp(t) = 0}.

() S

To study delayed differential equations for which the history belong to %, we need to introduce the
space

E(R; X, p, v, 00)

_ {u € BOR: X): lim — /+T <eesup |u(9)y> du(t) = 0}.

T400 V([_T7 T]) -7 (—o0,t]
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In addition to the above-mentioned spaces, we consider the following spaces

E(R x X1; Xo, p1,v)

1 +
— {u € BC(R x X1;X9): lim / lu(t, z)|x, du(t) = 0}7

oo v([=7,7]) Jor

E(R X X1; Xa, 1, v, 00)

+7
= {u € BC(R x X1;X2): lim 1/ < sup \u(@,x)|X2) du(t) = O},
e

T+ V([_Tv T]) —T (—o0,t]

where in both cases the limit (as 7 — +-00) is uniform in compact subset of X;. In view of previous
definitions, it is clear that the spaces £(R; X, i, v, 00) and E(R x X7; Xo, u, v, 00) are continuously
embedded in E(R; X, 1, v) and E(R x X1; Xo, 1, v), respectively.

Definition 3.7 We say that a continuous function f is p-weighted pseudo almost automorphic if
f = g+ ¢, where g is almost automorphic and ¢ is ergodic with respect to some weighted function
p in the sense that

+T7
lim — / 16(8)|o(t) dt = 0,

T—=+00 m(p, T) -7

where m(p, ) = fj: p(t) dt and p is assumed to be positive and locally integrable.

On the other hand, one can observe that a p-weighted pseudo almost automorphic functions is
p-pseudo almost automorphic, where the measure w1 is absolutely continuous with respect to the
Lebesgue measure and its Radon—Nikodym derivative is p:

Example 3.8 ([4]) Let p be a non-negative N -measurable function. Denote by i the positive
measure defined by

pu(A) = /Ap(t) dt for Ae N, (3.1)

where dt denotes the Lebesgue measure on R. The function p which occurs in equation (3.1) is called
the Radon—Nikodym derivative of |1 with respect to the Lebesgue measure on R.

4 (u,v)-Stepanov-like pseudo almost automorphic functions

Definition 4.1 The Bochner transform f°(t,s), t € R, s € [0,1], of a function f(t) on R, with
values in X, is defined by f(t,s) = f(t + s).

Remark 4.2 If f = h + ¢, then f* = h? + @b, Moreover, (\f)® = \f° for each scalar .

Definition 4.3 The Bochner transform F°(t,s,u), t € R, s € [0,1], u € X, of a function F(t, )
on R x X, with values in X, is defined by

FP(t,s,u) = F(t + s,u) foreachu € X.
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Definition 4.4 Let p € [1,400). The space BSP(R; X) of all Stepanov bounded functions, with
the exponent p, consists of all measurable functions f on R with values in X such that f° €
L>(R; LP([0,1], X)). This is a Banach space with the norm

t+1 %
[fllse = sup (/ f(8)|pds>
teR t

Definition 4.5 A bounded continuous function ¢: R — X is called (1, v)-pseudo almost automor-
phicif ¢ = ¢1+¢a, where 1 € AAR; X ) and po € &(R; X, pu, v). We denote by PAA(R; X, pu, V)
the space of all such functions.

Definition 4.6 Let X, and X2 be two Banach spaces. A bounded continuous function ¢: R x X; —
Xy is called uniformly (u, v)-pseudo almost automorphic if ¢ = ¢1 + ¢a, where p1 € AA(R x
X1;X3) and ¢9 € &R x Xy; Xo, p,v). We denote by PAA(R x X1; Xo, u,v) the space of all
such functions.

We now introduce some new spaces used in the sequel.

Definition 4.7 A function f € BSP(R; X) is called (p,v)-SP-pseudo-almost automorphic (or
Stepanov-like pseudo-almost automorphic) if it can be expressed as f = h + ¢, where h® €
AA(R; LP((0,1); X)) and ¢* € &R; LP((0,1); X), p, v). The collection of all such functions will
be denoted by PAASP(R; X, p, v).

In other words, a function f € LP(R; X) is said to be SP-pseudo-almost automorphic if its
Bochner transform f°: R — LP((0,1); X) is pseudo-almost automorphic in the sense that there
exist two functions h, p: R — X such that f = h + ¢, where h® € AA(R; LP((0,1); X)) and
¢’ € &R; LP((0,1); X), u, v), i.e., according to [13, Definition 2.5, p. 2660] for each real sequence

(8m) there exists a subsequence (s,,) and a function g € Lj (R; X) such that

lim (/;H lg(s) — h(s + sn)|pds>; ~0

n—-+oo

lim (/tm (s — sn) — h@)\pds); —0

n—-4o00

and

pointwise on R and

1
1 T t+1 »
lim / < / \tp(s)\pds> du(t) = 0 fort € R,
t

T—too V[—T, 7| J_,

Definition 4.8 A function f € BSP(R; X) is called (., v)-SP-pseudo-almost automorphic of infinite
class (or Stepanov-like pseudo-almost automorphic of infinite class) if it can be expressed as
f =h+p where h € AA(R; LP((0,1); X)) and ©* € &(R; LP((0,1); X), 1, v, 00), i.e.,

1 T 0+1 %
lim / sup (/ (s pds) du(t) = 0.
T=+00 V[=T, T| J_+ ge(—o0, \Jo ()l Q

The collection of all such functions will be denoted by PAASP(R; X, u, v, 00).
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Definition 4.9 A function f: R x X1 — Xy, (t,x) — f(t,x), with f(.,x) € LP(R; X3) is called
(w, v)-SP-pseudo-almost automorphic of infinite class (or Stepanov-like pseudo-almost automorphic
of infinite class) if it can be expressed as f = h + @, where h® € AAR x X1; LP((0,1); X)) and
©? € E[(R x X1;LP((0,1); Xo), p, v, 00], i.e.,

1 T 0+1 » %
lim / sup </ p(s,x ds) du(t) = 0.
T—=>+oo V[_7—7 T] —7 0€(—o0,t] \JO | ( ) X2 ( )

The collection of all such functions will be denoted by PAASP[R x X1; LP((0,1); X2), u, v, o0].

Definition 4.10 A bounded continuous function ¢ : R — X is called (p,v)-SP-pseudo compact
almost automorphic of infinite class if ¢ = ¢1 + ¢a, where ¢1 € AA(R; LP((0,1); X)) and
¢p2 € E(R; LP((0,1); X), p, v, 00). We denote by PAA.SP(R; LP((0,1); X), i, v, 00) the space of
all such functions.

Definition 4.11 Let X, and X5 be two Banach spaces. A bounded continuous function ¢: R X
X1 — Xg is called uniformly (u,v)-SP-pseudo almost automorphic of infinite class (respec-
tively, uniformly pseudo compact almost automorphic of infinite class) if ¢ = ¢1 + @2,
where ¢1 € AA(R x X1,LP((0,1); X2)) and ¢ € &R x X1;LP((0,1); X2), p, v, 00) (re-
spectively, if ¢ = ¢1 + ¢pa, where ¢1 € AA(R x X;1,LP((0,1); X2)) and ¢2 € &E(R x
X1; LP((0,1); X2), p, v, 00)). We denote by PAASP(R x X1; LP((0,1); X2), u, v, 00) (respectively,
PAA.SP(R x X715 LP((0,1); X2), p, v, 00)) the space of all such functions.

S Properties of ;-Stepanov-like pseudo almost automorphic functions
of infinite class

For pu, v € M, we formulate the following hypothesis.

(H3) Let u, v € M be such that

)

. w(|—7,7
limsup ——— = a < 0.
T—+400 V( -7, T])

Proposition 5.1 PAASP(R; LP((0,1); X), p, v, 00) is a closed subspace of BSP(R; X).

Proof. Let (x,), be a sequence in PAASP(R; LP((0,1); X), u1, v, 00) such that lim,,_, o x, =
x in BSP(R; X). For each n let z, = y, + 2, with 3% € AA(R;LP((0,1); X)) and
22 e &R;LP((0,1); X), u,v,00). Then, (y,), converges to some y € BSP(R;X) and
(zn)n also converges to some z € BSP(R;X). In view of [13, Theorem 2.3], we infer that
y € AA(R; LP((0,1); X)). It remains to show that z € &(R;LP((0,1); X), u,v,00). By the
Minkowski inequality, we have
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1 +7 6+1 N
sup z(s pds) dpu(t
V[_Tv 7—} /—T 0e(—o0,t] (/9 ’ ( )| H( )

= /:+1|z<s>—zn<s>+zn<s>|pds)’l’du<t>

—7 0€(—o0,t]

<) (ko —soras) ([ tarras) o
<ser [ ([ o s ) o

1 +7 0+1 :
—|—/ sup (/ znspds> dp(t
V[_T7 T] —7 0e(—o0,t] \J O ‘ ( )‘ ) ( )

p([=7,7]) 1 T 6+1 0
<|lz = znllgp x LT / sup </ znspds) dp(t).
R (T ot W A S W AL A
So, z € E(R; LP((0,1); X), p, v, 00), and hence x € PAASP(R; LP((0,1); X), p, v, 00). O

Proposition 5.2 The space PAASP(R; LP((0,1); X), p, v, 00) endowed with the || . ||s» norm is a
Banach space.

The next result is a characterization of (1, )-ergodic functions of infinite class.

Theorem 5.3 Assume that (Hs) holds, let yu,v € M and let I be a bounded interval (we do not
exclude the case I = (). Assume that f € BSP(R; X). Then, the following assertions are equivalent:

@ fe &R LP((0,1); X), p,v, 00),

1 0+1 H
i) lim —————— Pd du(t) =0,
® M e () P e) a0

(iii) for any € > 0 we have

lim M({t e EIAVE P (/:H |f(s)\pd8>é N 6})

o v(=r N D

=0.

Proof. The proof runs along the same lines as the proof of Theorem 2.13 in [4].

(i) < (ii) Denote by A = v(I),

0+1 -
= p
- [ ee?“fo,t]( [ s as) au.

We have A and B € R, since the interval I is bounded and the function f is bounded and continuous.
For 7 > O such that I C [—7, 7] and v([—7, 7] \ I) > 0 we have
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1 0+1 %
N s ([T 1P as)
v([-7,7]\ 1) /[_T,T]\I 06(—oo,t]< 0
1 0+1 %
-1 s ([ 1P as) o - 5]
V([_Tv T]) —A |:/[—T,T} 96(—oo,t]( 0
1
v([=7,7)) { 1 / ( /9“ »
= sup [f(s)Pds ) du(t) = ———
V([_Tu T]) — A V([_Ta T]) [—7,7] 0€(—00,t] \J O V([
From above equalities and the fact that v(R) = 400, we deduce that (ii) is equivalent to
1 +7 0+1 -
lim / sup (/ f(s pds) du(t) =0,
T=+oo V([_Tv T]) —7 0€(—o0,t] \JO ‘ )’ ( )
that is (i).
(iii) = (ii) Denote by AZ and B: the following sets
0+1 .
A = {t €lemr\I: sup </ |f(s)\pds> > g}
0e(—oo,t] \JO
and
0+1 .
Bi:{te[—T,T]\I: sup </ |f(s)\pds> Ss}.
0e(—oo,t] \J O
Assume that (iii) holds, that is,
&€
lim A7) 0. (5.1)

From the following equality

0+1 :
J ( / !f(S)!pds> )
[=7,7\I 0€(—00,t] /]

0+1 % 0+1 %
[ ( / If(S)\”dS> )+ [ s ( / \f(s)!”ds> ap(t).
Ag Oe(—oo,t] \J O Bz 0e(—oo,t] \J O

it follows that

m /[—T,ﬂ\l ee?ilfo,t} </90+1 7@ ds) %du(t)

plAs) B
([_7—77—]\1) V([_TvT]\[)

for 7 sufficiently large. By (Hj3) it follows that for all € > 0 we have

< [Ifllse
1%

1 +7 0+1 %
i _— Pq d .
i [ s ([ 1seras) au < a:

T+00 V([_Tv T] \I) —7  0€(—o0,t]

Consequently, (ii) holds.
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(i1) = (iii)) Assume that (ii) holds. From the following inequalities

0+1 : 0+1 1
J ( / f(s)l”ds) oz [ o ( / !f(S)\”ds> dp(t),
[—7,7]\] 0€(—00,t] 0 Ag fe(—o0,t] 0

v([=7, 7]\ 1) /[—T,T]\I 06?E£o¢} </9 #) ds) dult) 2 51/([ ’

-7, 7]\ 1)
1
1 / ( /9“ ; p(A2)
— T sup [f(s)Pds ) du(t) > ———F—,
ev([=7, TIN ) Ji—rr\1 0e(=00,t] \Jo v([=7, 7]\ 1)
which hold for 7 sufficiently large, we obtain equation (5.1). So, (iii) holds. ]

For i € M, we formulate the following hypotheses.

(Hy) For all a,band ¢ € R such that 0 < a < b < ¢, there exist g and oy > 0 such that
6] > 0 = pla+6,b+6) > app(d, c +9).

(H5) For all 7 € R there exist 8 > 0 and a bounded interval I such that

pu{a+7:a€ A}) < Bu(A), when A € N satisfies AN T = 0.

We have the following result due to [4].
Lemma 5.4 ([4]) Hypothesis (Hs) implies (Hy).

Proposition 5.5 ([7]) Let u,v € M satisfy (Hy) and let f € PAA(R; X, u,v) be such that f =
g+ h, where g € AA(R; X) and h € &(R; X, i, v). Then, {g(t) : t € R} C {f(t) : t € R} (the
closure of the range of f).

Corollary 5.6 ([7]) Assume that (Hy) holds. Then, the decomposition of a (i, v)-pseudo almost
automorphic functions in the form f = g + ¢, where g € AA(R; X) and ¢ € &(R; X, u,v), is
unique.

Definition 5.7 Let 1, ua € M. We say that 1y is equivalent to o, denoting this as py ~ pa, if
there exist constants « > 0 and 5 > 0 and a bounded interval I (we allow also the situation when
I = 0) such that apy (A) < po(A) < Bui(A), when A € N satisfies AN T = ().

From [4] we know that ~ is a binary equivalence relation on M. The equivalence class of a
given measure 1 € M will then be denoted by cl(p) = {w € M : p ~ w}.

Theorem 5.8 Let 1, po,v1,v9 € M. If i ~ po and vy ~ o, then the spaces
PAASP(R; LP((0,1); X), p1,v1,00) and PAASP(R; LP((0,1); X), u2, ve,00) coincide, that is,
PAASP(R; LP((0,1); X), p1,v1,00) = PAASP(R; LP((0,1); X), p2, va, 00).
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Proof. Since p1 ~ po and vy ~ 19, there exist some constants a1, ao, 81, S2 > 0 and a bounded
interval I (we allow also the situation when I = )) such that a3 (A) < pa(A) < B1u1(A) and
gy (A) < va(A) < Bary(A) for each A € N satisfying ANT =0, i.e.,

1 1 1
<

Bon(A) = na(A) = azn(A)

Since p11 ~ p2 and N is the Lebesgue o-field, we for 7 sufficiently large we obtain

wn(fretmnrs o ([iora)>e))

Par([=7, 7]\ 1)

R I )
< ,

B va([=7, 7]\ 1)

nffetnir o, ([ vora)' o)

- 0421/1([—7',7']\1)

By Theorem 5.3, we deduce that & (R; X, p1,v1,00) = &(R; X, pa, v2,00). According to Defini-
tion 4.8, we deduce that PAASP(R; X, uy,v1,00) = PAASP(R; X, pg, va, 00). O

For u,v € M we set cl(p,v) = {(w1,w2) € M?: p~w; and v ~ Wa}.

Proposition 5.9 ([7]) Let p,v € M satisfy (Hs). Then, PAA(R; X, u, v) is translation invariant,
thatis, f € PAA(R; X, u,v) implies f, € PAP(R; X, p,v) forall « € R.

Corollary 5.10 Let y € M satisfy (Hy). Then, PAASP(R; X, u,v,00) is translation invariant,
thatis, f € PAASP(R; X, p, v, 00) implies fo, € PAASP(R; X, i, v, 00) for all a € R.

Proof. 1t suffices to prove that £(R; LP((0,1); X), u, v, 00) is translation invariant. Let f €
E(R; LP((0,1); X), p, v, 00) and

0+1 .
Fi(0)= sup (/ !f(s)lpds>-
0e(—oo,t] \JO

Then, F* € £(R; R, u, v). But since £(R; R, p1, v) is translation invariant, it follows that

lim 1/T F'0 + a)du(t)

7o v([=7,7]) Jr

T 0 L
= lim 1/ sup (/ H\f(s—i—a)]pds)pd,u(t)zo.
0

T+0o V([_T7 T]) —7 0e(—00,t]

This implies that f(. + «) € PAASP(R; X, 1, v,00) and ends the proof. O
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We have the following result.

Theorem 5.11 Let u € PAA.SP(R; LP((0,1); X), p, v, 00). Then, the function t — u; belongs to
PAASY(; L7((0,1); X)), 1, v, 00).

Proof. Assume that v = ¢ + h, where ¢? € AA(R;LP((0,1);X)) and AP €
E(R; LP((0,1); X), u,v,00). We can see that uy = g; + hy. We want to show that g €
AA(R; LP((0,1); X)) and ¢} € E(R; LP((0,1); X), p, v, 00).

Firstly, for a given sequence ($,,)men of real numbers, fix a subsequence (s, )nen and v €
BSP(R; X) such that g(s + sp,) — v(s) uniformly on compact subsets of R. Let {2 be an arbitrary
compact subset of R and let L > 0 be such that Q C [—L, L]. For ¢ > 0 fix N, 1, € N such that
llg(s + sn) —v(s)||sp < efors e [—L, L], whenever n > N, 1. Fort € Q and n > N 1, we have

gt+s, —vellsp < sup [|g(0 4 sn) —v(B)]lsr <e.
0e[—L,L]

In view of above, g:+s, converges to v; uniformly on (2. Similarly, one can prove that v;_g,
converges to g; uniformly on 2. Thus, the function s — g, belongs to AA.(LP((0,1); A)).

On the other hand, let £ € ( — 00, 0]. Then, we have

s ) e ([ o)
o [ ([ s a)

q—lm /+ oo ( /9:1+5(h<s>|)p ds> %dw).

Since € ( — 0o, t] and £ € ( — o0, 0], we obtain 8’ = (0 + &) € ( — oo, t]. It follows that

e [ o ([ e as)

u([—lm]) /_ + o, ( /00+1(|h(8)|)pd5> %dp(t),

which shows that u; belongs to PAASP(%; LP((0,1); X)), p, v, 00). Thus, we obtain the desired
result. O

IN

IN
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6 Weighted Stepanov-like pseudo almost automorphic solutions
of infinite class

Theorem 6.1 Assume that % satisfies (A1), (As), (B), (Cy), (C2) and (Hy) and that the semi-group
(U(t))e=0 is hyperbolic. If f € BSP(R; X), then there exists a unique bounded solution u of
equation (1.1) on R, given by

t ~
up = lim UP(t — s)IT*(BrXo f(s)) ds
A—=+oo J_
t ~
+ lim U*(t — s)IT*(BrXof(s))ds for t € R,

6.1

where 11° and 11" are the projections of % 4 onto the stable and unstable subspaces, respectively.

Proof.  Let us first prove that the limits in equation (6.1) exist. For ¢ € R we have

[ e e Byxose)as < W] [ e 00 g0 as

N o t—n+1
<ame ([ el las).
t

n=1 -n

Let g be such that % + ;1) = 1. Using the Holder inequality, we obtain

/ Ut — $)TT (B Xo f(5))] ds

S 00 t—n-+1 L ptentl .
< M M|TT?| Z [(/t e~ (t=s) ds> (/t |f(s)P ds> ]
n=1 -n -n

MM |T1°| 00{ IR T A v

<=1 e~ aw(n 1)_eqwnq</ £(s)P ds

<~ ; ( o\ 1)
4/ quw

—_ o
< MM|H |||f||Sp (eqw_i_l)%zefwn.
n=1

i .
< MM’H H‘fHSP (eqw _ 1)% Ze—wn
n=1

qu

Since the series Y79 =% is convergent, it follows that

t o~
/ Ut — )T (BaXof(s))] ds < 7 ©6.2)
with S
_ WM/
4/ qu

oo
1
(eQw + 1); Z ewn

n=1

Set F(n,s,t) = U(t — s)II5(BxXof(s)) forn € Nand s < t. For n sufficiently large and o < ¢
we have
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' [ Fnsna
= 'HS'ZK/ e d8>1(/o:n+l|f(s)|pd5);]

MM I T g
< MM|IT%| Z[ —qu(t—o+n—1) _ e—qw(t—0+n))$ </ |f(s)|P dS) p]

Vaw —n

Q

MM|1I*
< | |||f||5p(qw+1q><e

00
v LT
< ,ye—w(t—o) )

It follows that for n and m sufficiently large and o < ¢ we have

t ¢
‘/ F(n,s,t)ds/ F(m,s,t)ds

o o t t
3'/ F(n,s,t)ds —i—‘/ F(m,s,t)ds —I—/F(n,s,t)ds—/F(m,s,t)ds

¢ t
/F(n,s,t)ds—/F(m,s,t)ds

Since lim,, 4 oo fat F(n, s, t) ds exists, we infer that

< 2,76—w(t—0') )

t t
limsup‘/ F(n,s,t)ds—/ F(m,s,t)ds

n,m—-+00

If o —» —o0, then

t t
lim sup / F(n,s,t)ds — / F(m,s,t)ds| =0.
n,m—+oo|J —co —00
Thus, by the completeness of the phase space %, we deduce that the limit
t t
. T S(4+ s
nll)r_{loo . F(n,s,t)ds = nBI-sI—loo 7001/{ (t — s)II*(BpXof(s))ds
exists. In addition, one can see from equation (6.2) that the function
t
ot lim U (t — s)IT*(BrXof(s)) ds
n——+oo 00
is bounded on R. Similarly, we can show that the function
o ~
7y it lim Ut — s)It* (B, Xof(s))ds
n—-+00 ¢

is well defined and bounded on R. Using the same argument as in the proof of [1, Theorem 5.9], it
can be shown that the integral solution u given by the formula
t t
u = lim U(t — s)IT*(BaXof(s))ds + lim U“(t — s)II"(BxXo f(s)) ds

A——+00 — 00 A—+o00 “+00

for ¢t € R is the only bounded integral solution of equation (1.1) on R. ([l
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Theorem 6.2 Let g € E(R; LP((0,1); X), p, v, 00) and let U be the mapping defined by

g(t) = lim t US(t — s)IT°(ByXog(s)) ds + lim t Ut — $)IT*(ByXog(s)) ds

A—4o00 — 00 A—r+o00 +o00

fort € R. Then, Vg € E(R; X, p, v, 00).

Proof. Foreachn =1,2,3,... set

t—n-+1 t+n

X, (t) = lim U (t— s)IT*(ByXog(s))ds+ lim U™ (t— s)IT(BrXog(s)) ds

for t € R. We have

7,\_, t—n+1 7,\_, t+n
| X (t)| < MMIT?| e (%) |g(s)| ds + MM|IT"| e (=) |g(s)| ds.
t—n t+n—1

Set A = max (MM \T1¢|, MM II“]). Let ¢ be such that % + % = 1. Using the Holder inequality,
we obtain

t—n-+1 . t—n-+1 -
rotza( [ emea) ([ oras)
t—n t—n
t+n % t+n %
+A </ edw(t=s) ds> (/ lg(s)P ds>
t+n—1 t+n—1

=

A 1 t—nm—+1 >
< e~ (=) _ gmawnyg </ s pds)
< Y
A 1 t+n %
+ edwl=n) _ gmawn)y </ s pds)
Tt ([ o
Ae—wn . 1 < t—n+1 » % t+n » %
< e —1)a / g(s ds) +</ g(s ds)]
et ([t [ 1ot
<Ae_wn( qw+1)1|:(/t—n+1| ()|pd>;ly+</t+n | ()’pd);]
< e q g(s)|P ds g(s)|P ds .
\q/qT,U t—n t4+n—1

Since the series

e

A (eq”+1)§ xioeqwn:A(qu_i_l)é X —
9qw f 9/quw 1—e v
n=

is convergent, it follows from the Weierstrass M-test that the sequence of functions 27]:/:1 Xp(t) is
uniformly convergent on R. Since g € £(R; LP((0,1); X), p, v, 00) and

t—n—+1

o= oo ([ o) [ ot as) ql

A qw 1 = —qun
qu(e —|—1)pr€ ,

where

Cy(A,w) =
n=1

we conclude that X,, € £(R; X, u, v, 00). Thus, Zgzl Xn(t) € E(R; X, p, v, 00) and its uniform
limit belongs £(R; X, p, v, 00) by Theorem 5.1. Observing that ¥g(t) = > X,,(t), we deduce
that Ug € E(R; X, p, v, 00). O
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Theorem 6.3 Ler g € E(R; LP((0,1); X), p, v, 00). Then, Vg € E(R; LP((0,1); X), p, v, 00).

Proof. Foreachn =1,2,3,...let X,, be defined as in the proof of Theorem 6.2. We have

aor < g o[ owpas) o ([ oras)’]

Using the Minkowski inequality, we obtain

([ saras)” s ([[([ worac) T’

3=

1

(O worae) Too)
<aisal( gy, [ wora)

([ o)’
ccao([ " wwpas) ([ o as)’]
< a( [ ras) ([ e as)”

0+n . O+n+1 1
(L raoras) ([ aras)|
O0+n—1 0+n
It follows that

o L ([ o an)au
<oy [ s ([ or a
+r 0—n+2 1
o ] (] o ) au
s [ (L o @)

s [ o )

We conclude that X, € E(R;LP((0,1);X),u,v,0). Thus, ZnNlen(t) €
E(R; LP((0,1); X),p,v,00) and its uniform limit belongs &(R; LP((0,1); X), u,v,00) by
Proposition 5.1. Observing that
+o00
:ZXn(t)
n=1

we deduce that Ug € E(R; LP((0,1); X), u, v, 00). O
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Theorem 6.4 Let h € AA.(R; LP((0,1); X)). Then, Vh € AA.(R; LP((0,1); X)).

Proof. For a given sequence (S,)men Of real numbers fix a subsequence (sp)neny and v €
BSP(R; X) such that h(t + sy) converges to v(t) and v(t — s,) converges to h(t) uniformly
on compact subsets of R. From [8], if

t ~ t ~
(t—i—sn)— lim Us(t—s)Hs(BAXoh(s—&—sn))ds+ lim U (t—s)TT*(BrXoh(s+sy,)) ds

A—=00 ) oo A=o0f4oo

fort € R, n € N, then w(t + s,,) converges to

z(t) = lim t US(t — s)IT°(ByXou(s))ds + lim t U (t — s)IT*(ByXov(s)) ds.

A—=+oo J_ o A—400 +00

It remains to prove that the convergence is uniform on all compact subset of R. We get the following
estimates

w(s+ sp) — 2(s) = Ali)riloo _S U (s — O)II°(BxXo[h(0 + s,) — v(0)]) d6

+ lim U (s — O)II(BrXo[h(0 + s,,) — v(6)]) df

A—~+o00 +oo

and

lw(s + sp) —2(s)| < A/s e =D u(0) — h(0 + s,)| A6

+oo
+A/ e“G=N1u(0) — h(0 + s,)| d6,
where A = max (M M [T1*|, M M|IT*|). For each k = 1,2,3, ... set

s—k+1
~A / e ONu(0) — h(0 + )| A0 + A / e 1u(8) = h(0 + 50| 6.
+k— 1

Using the Holder inequality, we obtain

000 < S o ([ o o vsp d9>;

([ o sn>pde>j,

and by the Minkowski inequality we have



82 Issa Zabsonre, Djokata Votsia, J. Nonl. Evol. Equ. Appl. 2021 (2021) 63-94

([ ixioras) :

A —qwk
<= (e? +1)

s ([ )

LI s )T

Aequk s—k+1 »
<2 e p1)r [ sup / 0(0) — h(0 + 5)|P 46
v qw s€ft,t+1] Js—k

+< sup /8+k ]v(@)—h(@—i—sn)‘pdG);]

hSEE
S =
5 |

)

[un

B =

s€[t,t+1] Js+k—1
—quwk t+1 1
< 2B e 4 1)E sup </ 0(60) — h(0 + s,)P ds) !
v qw teR \J¢
Since
> Xi(s) = / = |v(0) — h(0 + s,,)| A6 + A i e“C=0p(0) — h(6 + s,,)| b,

it follows that

(/ttﬂ e = ds) % < 2C4(A, w) sup (/ttﬂ [v(0) — h(0 + sn)|” d3> %

teR

Fix L > 0 and N, € N such that Q C [Z£, £] with [h(s + s,,) — v(s)| < e forn > N, and
€ [-L, L]. Then, for each t € € one has

(/:H w(s + sn) — 2(s) " ds>; < 2C,(A, w)e.

This proves that the convergence is uniform on {2, as the last estimate is independent of ¢ € ().
Proceeding as previously, one can prove that

t+1 %
. _ B p _
nggloo </t lw(s) — z(s — sp)] ds) 0,
which implies that Wh € AA.(R; LP((0,1); X)). O
For the existence of pseudo almost automorphic solution, we make the following assumption.
(He) f: R — X is cl(p, v)-SP-pseudo almost automorphic of infinite class.

Theorem 6.5 Assume that B satisfies (A1), (A2), (B), (Cy), (Cs) and that (Hyp), (Hy), (Hs), (Hs),
(Hy), (Hg) hold. Then, equation (1.1) has a unique cl(p, v)-SP-pseudo almost automorphic solution
of infinite class.
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Proof. Since f is a SP-pseudo almost automorphic function, it has the decomposition f = f; + fo,
where f? € AA(R; LP((0,1); X1)) and f} € E(R; LP((0,1); X1), p, v, 00). Using Theorem 6.1,
Theorem 6.3 and Theorem 6.4, we get the desired result. U

Our next objective is to show the existence of pseudo almost automorphic solutions of infinite
class for the following problem

u'(t) = Au(t) + L(ug) + f(t,ug) for t € R, (6.3)

where f: R x # — X is continuous.

In what follows, we prove some preliminary results concerning the composition of p-pseudo
almost automorphic functions of infinite class.

Lemma 6.6 Assume that (H3) holds and let f € BSP(R;X). Then, f belongs to
E(R; LP((0,1); X), p, v, 00) if and only if for any € > 0,

lim N(M‘r,s(f))
)

M) ={eetonrls s (f Tireras)

Oe(—oo,t

=0,

where

3 =

><}.

Proof. Suppose that f € &(R; LP((0,1); X), p, v, 00). Then,

V([—IT,T]) /j sl omo] < /:H f(s)[P ds> %du(t)

1 0+1 %
= ez (e as) autn

1 0+1 %
e [ s ([ 1P as) aut)
V([_Ta T]) [=7, 7T \Mrc(f) 0€(—00,t] \JO

1 6+1 ) N
() /MT,gm ee?llfo,ﬂ</a ) d5> dul?)
(M)

_|_

Y

— v(=nTl)
Consequently,
Suppose that f € BSP(R; X) is such that for any € > 0,
lim M = 0.

e v ([—r, 7))
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t+1 .
</ |f(s)ypds> <N
t
for all ¢ € R. Using (H3), we have

e e ([ e e e

N ’/([_1777]) /MT,e(f) ee?llgo,t] ( /06+1 &) ds) ;du(t)

1 0+1 %
P swp ([ 15 as) aute
V([_7—7 T]) [—7,7\M+.c(f) 0€(—00,t] 0

N
() /MT,Em et

We can assume that

[

_l’_

IN

S sup ]< / e ds)’l’dmt)

v([-7,7]) /[r,ﬂ\MT,E(f) be(—oco,t

IN

This implies that

1 +7 0+1 %
lim / sup </ |f(s)P ds) du(t) < ae foranye > 0.
0

T—too V([_TaT]) —7  0e(—o0,t]
Therefore, f € &(R; LP((0,1); X), p, v, 00). O
Theorem 6.7 Let u,v € M, ¢ = ¢1 + ¢o € PAASP(R x X;LP((0,1); X), u, v, 00)
with ¢8 € AAR x X;LP((0,1); X)), ¢5 € ER x X;LP((0,1); X), u,v,00) and h €
PAASP(R; LP((0,1); X), p, v, 00). Assume that:
(i) ¢1(t, z) is uniformly continuous on any bounded subset uniformly for t € R,

(ii) there exists a function Ly: R — [0, +00) satisfying

t+1 -
( / |¢<s,x1>—¢<s,m2>1pds) < Ly(@®)llz — 210 6.4)
t

fort € Rand for x1,x9 € LP((0,1); X).

If
+7
B = lim 1/ sup  Ly(0)du(t) < oo, (6.5)

T+oo V([_T’ T]) —7 0€(—o00,t]

then the function t — ¢(t, h(t)) belongs to PAASP(R x X; LP((0,1); X), u, v, 00).
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Proof. Assume that ¢ = ¢1 + ¢2 and h = h; + hy, where ¢’{ e AAR x
X;LP((0,1); X)), ¢ € ER x X;LP((0,1); X),u,v,00) and kY € AA(R; LP((0,1); X)),
hS € £(R; LP((0,1); X), i, v, 00). Consider the following decomposition

¢(t, h(t)) = ¢1(t, hi(t)) + [0t k() — G(t, ()] + P2(t, ha(t)).

From [18] we know that ¢1(.,h1(.)) € AA(R; LP((0,1); X)). It remains to prove that both
O.s () = 6(.s i (.)) and da(., hx (.)) belong to E(R; LP((0, 1); X), p, v, o). Clearly, (., h(.)) —
o(.,h1(.)) is bounded and continuous. We can assume that

t+1 %
</t |p(s, h(s)) — (s, hi(s))IP ds) < N forallt € R.

Since h(t), hi(t) are bounded, we can choose a bounded subset B C R such that A(R) C B and
h1(R) C B. Under assumption (ii), for a given ¢ > 0 if |21 — x2||z» < €, then

t+1 .
</ (¢, 1) — ¢(t,x2)|pds> " <eLy(t) forallt € R.
t
Sincen € &(R x X; LP((0,1); X), u, v, 00), Lemma 6.6 yields that

. 1
A mM(Mr,s(n)) =0.

Then, we have

T (e

+ o /[TJ]\MW(W) (9;350’,5] (/ " 600.10)) — 60,1 (0) as) ’1’>du<t>
O =y (9;1_1507,5} Lo(0)) du(o

N €
S /me W)+ T /H <9;“£,,t] W”) dut)

-

AN
<
~
|
52
il
—
3
o
3
<
~
|
R
i

)
Np(M-re(n)) £ "
: V([_T’ TD i V([_Tv T]) /[—T,T} <0€(_£)O7t] L¢(9)|> d,U(t).
This implies that

P

i ot [ (o ([ 100006 ~ ot o) ante) < o

-7 (—o0,t]

for any £ > 0, which shows that t — ¢(¢, h(t)) —¢(t, hi(t)) belongs to £(R; LP((0,1); X), u, v, 00).
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Since ¢4 is uniformly continuous on the compact set Q = {h%(¢) : t € R} with respect to the
second variable x, we deduce that for a given € > 0 there exists 6 > 0 such that

161 = &allr < & = [@5(t,€1(1)) — $5(t,&a(t))| <&
forall t € R, & and &, € €. Therefore, there exist n(s) and {zz}f:(? C € such that
n(e)
Q c | Bs(zi, ).
i=1

Then, by the Minkowski inequality, we have

([ ot h1<t>>\pds)‘l’

) </tt+1 ettt = ealt 2l ds>; " </tt+l |pa(t, 2) P dS);

n(e) , apy1 :
<t ([ tatezopas).
i=1 W1
Since

1 T 0+1 %
lim / sup (/ D2(0, 2; pds) du(t) =0
(o W ARV AL "

forevery i € {1,...,n(¢)}, we deduce that for all £ > 0 we have
1 T 0+1 .
imawp s [ ( [ semenr ds) ap(t) < <.
T—+00 V([_Tv T]) —7 0€(—00,t] \J O
This implies that
1 T 6+1 %
in o [ sw ([T e m@)pas) an o
T 400 V([_7-7 T]) —7 0€(—o00,t] \J O

Consequently, ¢ — ¢2(t, h(t)) belongs to E(R; LP((0,1); X), p, v, 00). O

For the sequel, we make the following assertions.

(H7) The unstable space U = {0}.

(Hg) The function f: R x £ — X is uniformly pseudo compact almost automorphic such that
there exists a function Ly € LP(R;R™) such that | f(¢, 1) — f(t,92)| < Ly(t)|lo1 — 2]l sr
forallt € R, 1,2 € BSP(( — 00,0]; X)), where L satisfies conditions of Theorem 6.7.

Theorem 6.8 Assume that B satisfies (A1), (A2), (B), (Cy), (Cs) and that (Hyp), (Hy), (Hs), (Hs),
(Hy), (Hy), (Hg) hold. Then, equation (6.3) has a unique cl(u,v)-SP-pseudo compact almost
automorphic mild solution of infinite class.
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Proof. Let x be a function in PAA.SP(R; LP((0,1); X), p, v, 00). From Theorem 5.11 it follows
that the function ¢ — x; belongs to PAA.SP(%; LP((0,1); X), u, v, 00). Hence, Theorem 6.7
implies that the function g(.) := f(.,z,) is in PAA.SP(R; LP((0,1); X), u, v, 00). Since the
unstable space U = {0}, we obtain II"* = 0. Consider now the mapping

H:PAASP(R; LP((0,1); X), p,v,00) = PAASP(R; LP((0,1); X), p, v, 00)
defined for ¢t € R by
t ~
(Hx)(t) = L\lir}: / UP(t — s)IT*(BaXof(s,zs)) ds|(0).
—+oo J_ o

From Theorem 6.1, Theorem 6.3 and Theorem 6.4, we can infer that H maps
PAA.SP(R; LP((0,1); X), p,v,00) into PAA.SP(R; LP((0,1); X), p, v, 00). It suffices now to
show that the operator H has a unique fixed point in PAA.S?P(R; L?((0,1); X), p, v, 00). Since A
is a uniform fading memory space, by the Lemma 2.7, we can choose the function K constant and
the function M such that M (t) — 0 as t — +oc. Let C' = max { supycg |[M(t)|, sup;er |K(¢)|}
and consider two cases.

Case1: Ly € L'(R). Letay, 22 € PAA.SP(R; LP((0,1); X), 1, v, 00). Then, we have
(M1 () — Haa (1)

t ~
< | lim / UP(t — s)TT*(BaXo(f(s,z15) — f(s,225))) ds
A——+o00
<MM IHSI/ WL p(s)| 215 — 25| 2 ds

<] [ 2506 (K(5) s [21(6) ~ a(6)] + M), — 73,1 ) s

0<¢<s

- t
< 2MM]H5]C</ Ly(s) ds> |z1 — x2||sp.
It follows that
[ H?21 (1) — HPwa(1)]

<

t ~
Jim / US(t — $)TT* (B Xo(f (5, Hats) — f(s, Hass)) ds

A—=+o00 J_ o

__ t s
< (EAEICP o —aallsr [ L50s) [ Ly(0) abas

M M|II5|C)2 /[t ’
< (£|)</wa(3) ds) |1 — 22/ sp.

Induction with respect to n, gives
M M|TIE|C) [ [ "
|H" 1 (t) — H 2zo(t)] < @EMMIE|c)" A' ) </ L¢(s) ds> |x1 — z2|sp.
N —0o0

Therefore, L
(MM I|C| L] 1 w))"

|H" x1 — H 22| < ,
n:

|21 — 22|50
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Since o
MMIT|CILf |1 ()"

n—+4o0o n!

p— ()7
there exists ng € N such that

(2MM|IT*|C|Ly| 11 (g))"™

<1.
nd

Hence, H™° is a contraction. By the Banach fixed point theorem H has a unique point fixed and this
fixed point satisfies the integral equation

t -
ug = lim UP(t — s)IT*(BrXo f(s,us)) ds.

A—=+oo J_

Case 2: Ly € LP(R), where 1 < p < oo. First, put pu(t) = ffoo(Lf(s))p ds. Then, we define an
equivalent norm over PAASP(R; X) by the formula

t+1 5
e = supen) ( / !f(S)\”ds> |

where c is a fixed positive number to be specified later. Using the Holder inequality we have

|Hay (t) — Haa(t)]

t o~

< | tm / US(t — )T (BaXo(f (5, 15) — £(5,225))) ds

—+00

STNIC| [ Ly, — 22l s
<TN| [ eI )(K“)oi%‘i |x1<5>—x2<5>+M<s>\x10—xzor%) s
<awle [ e L (s )( sup [21(€) — 22(6)| + |1, — xzowga) s

0<E<s

<2MM|HS|C/ “lt=9) g=en(3) e ) L, () 15 — as | g s

< 2MM|HS|C/ (e_w(t_s)eC“(S)Lf(s)> sup (e_c“(S)H:L'ls - x25||5p) ds
) seR

N t
< 2MM|HS\C/ <e*‘“(t75)ecﬂ(s)Lf(s) ds) |x1 — z2]c

. t L :
<omtwie( [ evOwgpras) ([ entas) o -,

7~ [ .
< QMM\HS\C< ePors) 1/ () ds> (/ e~wa(t=s) ds) |z1 — 22]c

—0o0

< QMM\HS\C< : ; )ecu(t)\ml — 2.

q

"d
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Consequently,
2 M M [T1°|C
|Hx1(t) — Haa(t)|e < %L@l — Z9e.
(pe)? x (wg)

Note that the function ¢ — 1/ (pc)% converges to 0 when c tends to +oc. It follows that for ¢ > 0
large enough we have
2M M|I1%|C
— 1 1<
(pe)? x (wq)s
Thus, H is a contractive mapping. Using the same argument as in Theorem 3.3 of [16], we conclude

that equation (6.3) has one and only one cl(u, )-SP-pseudo almost automorphic solution of infinite
class. This ends the proof. ([l

Corollary 6.9 Assume that B is a uniform fading memory space and (Cy), (Cs), (Hp), (Hy), (Ho),
(H3) and (Hy) hold. Moreover, assume that f is Lipschitz continuous with respect the second

argument. If
w

Lip(f) < ————,
) < it

then equation (6.3) has a unique cl(p)-pseudo almost automorphic solution of infinite class, where
Lip(f) is the Lipschitz constant of f.

Proof. Letus set k := Lip(f). We have

|Hx1(t) — Haa(t)| < ’ lim / Uus(t — S)HS(E,\XO(f(s,mls) — f(s,x25))) ds

A—+o00 J_

__ t
< Q‘HS‘MM]?H:Q — Q?QHSP (/

—00

e—w(t—s) dS)

< 2|HS|MM]€H$1 — :L'QHSP
i w .

Consequently, # is a strict contraction if

w

< T~ -
oM M| -
7 Application
For illustration, we will study the existence of solutions for the following model
O dtay= 2 o )+/0 G(0)2(t + 0, ) 4 + sin ( ! )
—z2(t,x) = ==z, z , T sin
ot dx? —oo 2 + cost + cos /2t
(7.1)

¢
+ arctant + / RO, 2(t + 0,2)) df for t € Rand z € [0, 7],

—00

2(t,0) = z(t,m) =0 fort € R,
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where G: (— 00, 0] — R is a continuous function, i: ( — 00, 0] x R — R is continuous and satisfies
Lipschitz condition with respect to the second argument and w is a positive real number. For example,
we can take

0% —1

0= e

for 0 € ( — o0, 0]

and
h(9, ) = 6% + sin (g) for (6,2) € (— 00,0] x R.

To rewrite equation (7.1) in the abstract form, we introduce the space X = Cy([0, 7];R) of
continuous functions from [0, 7] to R equipped with the uniform norm topology. Let A: D(A) — X
be defined by

D(A) ={y e X nC*([0,7;R) : ¥ € X},
Ay =y".

Then, A satisfies the Hille—Yosida condition in X. Moreover, the part Ay of A in D(A) is the
generator of strongly continuous compact semi-group (7p(t))+>0 on D(A). It follows that (Hp) and
(Hy) are satisfied.

As the phase space we set #Z = C.,, v > 0, where

C, = {cp € C((—00,0; X): lim e"?p(h) exists in X}

0——o0
with the following norm
el = sup [€7(6) -
0<0
This space is a uniform fading memory space, In other words, (Hz) holds. Note also that it satisfies
(C1), (C2).
We define f: R x & — X and L: %8 — X as follows

_ 1
f(t ¢)(w) = sin <2 + cost + cos /2t

) + arctant

t
4 [ eI, p(0)(w) a6 for s € [0, and t € X

and 0
L)) = [ G0)p(0)) a0 for o € [0,
Let us set v(t) = z(t, z). Then, equation (7.1) takes the following abstract form
v'(t) = Av(t) + L(v) + f(t,v¢) for t € R. (7.2)

Consider the measures p and v whose Radon—-Nikodym derivatives are respectively p1,p2: R — R
defined by

1 fort >0,
p1(t) =

et fort <0,

and pa(t) = |t| fort € R, i.e., dpu(t) = p1(t)dt and dv(t) = p2(t)dt, where dt denotes the Lebesgue
measure on R and

J(A) = /A (D) dt and v(A) = /A po(t)dt for A€ Z.
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From [4] we know that i, v € M and that pu, v satisfy hypothesis (Hs). Furthermore, by [9] the
function

1
tr—>sin( )
2 + cost + cos /2t

is compact almost automorphic.

We have
/0 . T
e dt+/ dt
_ 1—e T
lim sup M = limsup =~ = 0 = lim sup 672+T =0 < o0,
rotoo V([-T,7T]) oo 2/ ¢ d 75400 T
0

which implies that (Hj) is satisfied.

Letp > 1. Since —* < arctan < 7 for all § € R, we have

1 tr 0+1 N
_— sup / arctan s|? ds) du(t
V([_T’ T]) /T 0e(—o0,0] < 0 ’ | ( )

1 7 —
></ du(t) < XM%O as T — —+00.

=3 U ) 2 WCn))

It follows that ¢ — arctant € £(R; LP((0,1); X), u, v,00). Consequently, f is uniformly (u, v)-
SP-pseudo almost automorphic of infinite class. Moreover, L is a bounded linear operator from %
to X.

For every o1, p2 € BSP(R; X) and ¢t > 0 we have

t
£t = Pt <5 [ EC0on0)) - pa(6)(a)| 0.
Foreachn =1,2,3,.. ., set
t—n+1
Xt =5 [ e 0)(0) - pa(6)()]
t—n

Let ¢ be such that % + % = 1. Using the Holder inequality, we obtain

Xalt) < 3 ( / T maet-0) d9> % ( / T o0 (@) — ea(8) ()P da) g

—n -n

1 —qw(n— —qwn 1 ton P %
= 2\q/un(e " —e >"</t_n |£1(0) () — ¢2(0) ()] d9>

—wn

29/quw

Q=

IN

([ T ) @) - ¢2(9)(w)lpd9>;-

—n
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Since the series

1
eq"" q “ Z —qun
2\‘1/(]70

n=1

is convergent, it follows from the Weierstrass M-test that the sequence of functions 2711\[21 Xn(t) is
uniformly convergent on R. Thus, we have

w t+1 -
(o) — (b)) < 2t )sup( / |¢1<9><x>—m<e><x>|fode)

2 teRr

w
9 i) ~ o)l
0<z<m

S

<

where

—qw

1 1

qw > qw 1)»
Cylw) = LD xze—qwn: (@ rl)r, _e®
qw Yquw 1—e

Consequently, we conclude that f is Lipschitz continuous and cl(u, v)-SP-pseudo almost automor-
phic of infinite class.

To show that (Hg) holds we need a result established in [10].

Lemma 7.1 ([10]) If f G(0)|d0 < 1, then the semi-group (U(t))i>0 is hyperbolic and the
unstable space U = {0}.

We can see that in our case we have

0 0
/ G(0)d0 = 1im

— 0 r—+oo [_.

02 —1

—_— 1.
(92 + 1)2 <

0
. T
dg_TLHJPOO[m-FJ .y _rginoo r2+1

Hence, (Hg) holds. Consequently, by Corollary 6.9 we deduce the following result.

Corollary 7.2 Under the above assumptions, if

Lip(h) =

ie., if Cy(w) < 2, then equation (7.2) has a unique cl(u, v)-SP-pseudo almost automorphic solution
v of infinite class.
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