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LAboratoire de Mathématiques et Informatique (LA.M.I),
UFR Sciences Exactes et Appliquées, Université Joseph KI ZERBO,
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1 Introduction

Our work has for goal to study the convergence of sequences of solutions of degenerate elliptic
problems with variable coercivity and growth exponents pn of the form

(Pbn) :

{
b(un)− divan(x,∇un) = fn in Ω,
an(x,∇un) · η = 0 on ∂Ω,
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118 K. Kansié and S. Ouaro, J. Nonl. Evol. Equ. Appl. 2020 (2020) 117–148

where Ω is an open bounded domain of RN (N ≥ 3) with smooth boundary ∂Ω and η is the outer
unit normal to ∂Ω. The function b : R −→ R is continuous, onto and non-decreasing such that
b(0) = 0; (an(x, ξ))n∈N is a family of applications which verify the classical Leray-Lions hypothe-
ses but with a variable summability exponent pn(x) converging in measure to some exponent p such
that 1 < p− ≤ pn(·) ≤ p < +∞, (fn)n∈N ⊂ L1(Ω). The model problem for our study is so the
following:

(Pb) :

{
b(u)− div a(x,∇u) = f in Ω,
a(x,∇u) · η = 0 on ∂Ω,

(1.1)

where Ω ⊂ RN (N ≥ 3) is an open bounded domain with smooth boundary ∂Ω and η is the outer
unit normal to ∂Ω.

This paper is inspired by recent works of Andreianov, Bendahmane and Ouaro (see [1]) on the
structural stability of weak and renormalized solutions un of the following nonlinear homogeneous
Dirichlet boundary value problem

{
b(un)− div an(x,∇un) = fn in Ω,
un = 0 on ∂Ω,

(1.2)

where (an(x, ξ))n∈N verifies the classical Leray-Lions hypotheses with the variable exponents
pn(x) such that 1 < p− ≤ pn(·) ≤ p < +∞. In their investigations, the exponent pn (and thus, the
underlying function space for the solution un) varies with n and the convergence of weak solutions
un requires some involved assumptions on the convergence of the sequence fn of the source terms.
To bypass this difficulty, they used the technique of renormalized solutions. Indeed, the study of
convergence of renormalized solutions of the problem (1.2) permits them to deduce convergence
results for the weak solutions under much simpler assumptions on (fn)n∈N, in particular the weak
L1 convergence of fn to a limit f (sufficiently regular) so that to allow for the existence of a weak
solution. Moreover, the structural stability result permits them to deduce also new existence results
of solutions.

As the boundary value condition is a homogeneous Neumann boundary condition, we cannot
work in the space W 1,p(·)

0 (Ω) as in [1], but in the space W 1,p(·)(Ω). The p(x)−Laplacian operator
∆p(x)u corresponds to the choice a(x,∇u) := |∇u|p(x)−2∇u.

Problems with variable exponents p(x) and pn(x) were arisen and studied by Zhikov in the
pioneering paper [18]. By the introduction of the p(x)-Laplacian into models of electrorheological
and thermorheological fluids (see [15, 16, 14, 7]), and in the context of image processing (see [6]
and [12]), it’s important to lead such studies. Concerning the problem (1.1), Bonzi, Nyanquini and
Ouaro (see [4]) have proved the existence and uniqueness of a weak solution for f ∈ L∞(Ω) and
the existence and uniqueness of an entropy solution for L1-data f . For our study, the data f is in
L1(Ω) and the common notions of renormalized and entropy solutions are used.

Let us give the outline of the paper. In the section 2, we do some important assumptions and
preliminaries for the sequel. In the section 3, we prove the existence and uniqueness of the renor-
malized solution of (1.1) when the right-hand side f ∈ L1(Ω). In the section 4, we tackle the
question of continuous dependence for renormalized solutions.
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2 Preliminaries

In this section, we do some assumptions on the model problem (1.1) and give some preliminary
results.

p : Ω −→ R is a continuous function such that 1 < p− ≤ p < +∞, (2.1)

where p− := inf
x∈Ω

p(x) and p := sup
x∈Ω

p(x).

{
b : R −→ R is a continuous, non-decreasing
and onto function such that b(0) = 0.

(2.2)

a(·, ·) : Ω× RN −→ RN is a Carathéodory function with

a(x, 0) = 0 for a.e. x ∈ Ω, (2.3)

satisfying, for a.e. x ∈ Ω, the strict monotonicity assumption

(a(x, ξ)− a(x, η)) · (ξ − η) > 0 for all ξ, η ∈ RN , ξ 6= η, (2.4)

and the following growth and coercivity assumptions in ξ :

|a(x, ξ)| ≤ C1(M(x) + |ξ|p(x)−1), (2.5)

a(x, ξ) · ξ ≥ C2|ξ|p(x), (2.6)

where C1 and C2 are positive constants,M is a non-negative function in Lp
′(·)(Ω) with 1/p(x) +

1/p′(x) = 1.

For the given exponent p, we denote by p′ its conjugate exponent such that 1/p(x)+1/p′(x) = 1
and by p∗ its optimal Sobolev embedding exponent such that

p∗ :=


Np/(N − p) if p < N ,
any real value if p = N ,
∞ if p > N .

For any given k > 0, we define the truncation function Tk : R −→ R by

Tk(r) = max(min(r, k),−k).

We put

sign(z) =


1 if z > 0,
0 if z = 0,
−1 if z < 0.

The truncation function Tk has so the following properties.

|Tk(z)| = min(|z|, k), lim
k→∞

Tk(z) = z and lim
k→0

1

k
Tk(z) = sign(z).

For a Lebesgue measurable set A ⊂ Ω, χA denotes its characteristic function and meas(A)
denotes its Lebesgue measure.
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Let u : Ω −→ R be a function and k ∈ R, we write {|u| ≤ k} for the set {x ∈ Ω; |u(x)| ≤ k},
(respectively, ≥,=, <,>). We will also need to truncate vector-valued functions with the help of
the maps

for m > 0, hm : RN −→ RN , hm(λ) =

{
λ if |λ| ≤ m,
m

|λ|
λ if |λ| > m. (2.7)

We have the following property (see [1, Lemma 2.1]).

Lemma 2.1 Let hm(·) be defined by (2.7) and a(x, ·) be monotone in the sense (2.4). Then, for all
λ ∈ RN , the map m 7−→ a(x, hm(λ)) · hm(λ) is non-decreasing and converges to a(x, λ) · λ as
m→∞.

The exponent p(·) appearing in (2.5) and (2.6) depends on the spatial variable x and then re-
quires so to work with Lebesgue and Sobolev spaces with variable exponents.

We define the Lebesgue space with variable exponent Lp(·)(Ω) as the set of all measurable
function u : Ω −→ R for which the convex modular

ρp(·)(u) :=

∫
Ω
|u|p(x) dx

is finite. If the exponent is bounded, i.e., if p+ <∞, then the expression

‖u‖p(·) := ‖u‖Lp(·)(Ω) := inf

{
λ > 0; ρp(·)

(
f

λ

)
≤ 1

}
defines a norm in Lp(·)(Ω), called the Luxembourg norm. The space

(
Lp(·)(Ω), ‖ · ‖p(·)

)
is a

separable Banach space. Moreover, if 1 < p− ≤ p+ < ∞, then Lp(·)(Ω) is uniformly convex,
hence reflexive, and its dual space is isomorphic to Lp

′(·)(Ω). Moreover, we have the Hölder type
inequality ∣∣∣∣ ∫

Ω
uv dx

∣∣∣∣ ≤ ( 1

p−
+

1

(p′)−

)
‖u‖p(·)‖v‖p′(·), (2.8)

for all u ∈ Lp(·)(Ω) and v ∈ Lp′(.)(Ω).

W 1,p(·)(Ω) denotes the space of all functions u ∈ Lp(·)(Ω) such that their gradients ∇u, taken
in the sense of distributions, belong to (Lp(·)(Ω))N . This space is a Banach space equipped with
the following norm

‖u‖1,p(·) := ‖u‖W 1,p(·)(Ω) := ‖u‖p(·) + ‖∇u‖p(·).

The space
(
W 1,p(·)(Ω), ‖ · ‖1,p(·)

)
is a separable and reflexive Banach space; for more details on

the generalized Lebesgue and Sobolev spaces, see [13]. In the sequel, we will use the same notation
Lp(·)(Ω) for the space (Lp(·)(Ω))N of vector-valued functions.

In manipulating the generalized Lebesgue and Sobolev spaces, the following lemma (cf. [11])
permits to pass from norm to convex modular and vice-versa.

Lemma 2.2 If un, u ∈ Lp(·)(Ω) and p+ <∞, then the following properties hold.
(i) ρp(·)

(
u/‖u‖p(·)

)
= 1, if u 6= 0.

(ii) ρp(·)(u) < 1 (respectively = 1;> 1)⇐⇒ ‖u‖p(·) < 1 (respectively = 1;> 1).
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(iii) ρp(·)(u) ≤ 1 =⇒ ‖u‖p+p(·) ≤ ρp(·)(u) ≤ ‖u‖p−p(·).
(iv) ρp(·)(u) ≥ 1 =⇒ ‖u‖p−p(·) ≤ ρp(·)(u) ≤ ‖u‖p+p(·).
(v) ‖un‖p(·) → 0 (respectively→∞)⇐⇒ ρp(·)(un)→ 0 (respectively→∞).

For a measurable function u : Ω −→ R, we introduce the function

ρ1,p(·)(u) :=

∫
Ω
|u|p(x) dx+

∫
Ω
|∇u|p(x) dx.

Then, we have the following lemma (see [17]).

Lemma 2.3 If un, u ∈W 1,p(·)(Ω) and p+ <∞, then the following properties are true.
(i) ρ1,p(·)(u) < 1 (respectively = 1;> 1)⇐⇒ ‖u‖1,p(·) < 1 (respectively = 1;> 1).
(ii) ρ1,p(·)(u) ≤ 1 =⇒ ‖u‖p+1,p(·) ≤ ρ1,p(·)(u) ≤ ‖u‖p−1,p(·).
(iii) ρ1,p(·)(u) ≥ 1 =⇒ ‖u‖p−1,p(·) ≤ ρ1,p(·)(u) ≤ ‖u‖p+1,p(·).
(iv) ‖un‖1,p(·) → 0 (respectively→∞)⇐⇒ ρ1,p(·)(un)→ 0 (respectively→∞).

One has below, imbedding result between Lebesgue and Sobolev spaces (see [9, 11]).

Proposition 2.4 Let p, q ∈ C(Ω) with p− > 1. Assume that q(x) < p∗(x) for all x ∈ Ω. Then,
there is a compact imbedding W 1,p(·)(Ω) ↪→ Lq(.)(Ω). In particular, there is a compact imbedding
W 1,p(·)(Ω) ↪→ Lp(·)(Ω).

The following result (corollary of Lebesgue dominated convergence theorem) is useful to prove
strong convergence results.

Lemma 2.5 (Lebesgue generalized convergence theorem) Let (fn)n∈N be a sequence of measur-
able functions and f a measurable function such that fn → f a.e. in Ω. Let (gn)n∈N ⊂ L1(Ω) such
that for all n ∈ N, |fn| ≤ gn a.e. in Ω and gn → g in L1(Ω). Then,∫

Ω
fn dx −→

∫
Ω
f dx.

For the applications we have in mind, we will need the following theorem in which the results
of (ii) and (iii) express convergence in measure of some sequences.

Theorem 2.6 (Young measures and nonlinear weak-* convergence)

(i) Let Ω ⊂ RN , N ∈ N, and (vn)n∈N be an equi-integrable sequence in Ω of functions to values
in Rd, d ∈ N. Then, there exists a subsequence (vnk)k∈N and a parametrized family (νx)x∈Ω

of probability measures on Rd, weakly measurable in x with respect to the Lebesgue measure
on Ω, such that for all Carathéodory function F : Ω× Rd → Rt, t ∈ N, we have

lim
k→∞

∫
Ω
F (x, vnk(x)) dx =

∫
Ω

∫
Rd
F (x, λ) dνx(λ) dx, (2.9)

whenever the sequence (F (·, vn(·)))n∈N is equi-integrable in Ω. In particular,

v(x) :=

∫
Rd
λ dνx(λ) (2.10)

is the weak limit of the sequence (vnk)k∈N in L1(Ω), as k →∞.
The family (νx)x∈Ω is called the Young measure generated by the subsequence (vnk)k∈N.
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(ii) If Ω is of finite measure, and (νx)x∈Ω is the Young measure generated by a sequence (vn)n∈N,
then (

νx = δv(x) a.e. x ∈ Ω
)
⇐⇒ (vn converges in measure on Ω to v as n→∞).

(iii) If Ω is of finite measure, (un)n∈N generates a Dirac Young measure
(
δu(x)

)
x∈Ω

on Rd1 ,
and (vn)n∈N generates a Young measure (νx)x∈Ω on Rd2 , then the sequence ((un, vn))n∈N
generates the Young measure

(
δu(x) ⊗ νx

)
x∈Ω

on Rd1+d2 .

Whenever a sequence (vn)n∈N generates a Young measure (νx)x∈Ω, following the terminology
of [10] we will say that (vn)n∈N nonlinear weak-* converges, and (νx)x∈Ω is the nonlinear weak-
* limit of the sequence (vn)n∈N. In the case (vn)n∈N possesses a nonlinear weak-* convergent
subsequence, we will say that it is nonlinear weak-* compact. Theorem 2.6−(i) thus means that
any equi-integrable sequence of measurable functions is nonlinear weak-* compact on Ω.

3 Renormalized solution

In this part, we define and prove the existence of associated renormalized solution to the prob-
lem (1.1).

We define T 1,p(·)(Ω) as the set of functions u : Ω −→ R measurable such that Tk(u) ∈
W 1,p(·)(Ω), for any k > 0.

The following proposition (see e.g. [3]) is useful because it allows us to give a sense to the
definition of the renormalized solution for the problem (1.1) (see Definition 3.2 below).

Proposition 3.1 Let u ∈ T 1,p(·)(Ω). Then, there exists a unique measurable function v : Ω −→ RN
such that

∇Tk(u) = vχ{|u|<k}, for all k > 0,

where χE is the characteristic function of a measurable set E. The function v is a generalized
gradient and is denoted by ∇Tk(u) (weak gradient of u). If, moreover, u belongs to W 1,p(·)(Ω),
then v belongs to

(
Lp(·)(Ω)

)N
and coincides with the standard distributional gradient of u.

We define also S as the set of W 1,∞ functions S : R −→ R having a compact support. The
following function,

for k > 0, Sk : z ∈ Ω 7−→


1 if |z| ≤ k − 1,
k − |z| if k − 1 ≤ |z| ≤ k,
0 if |z| ≥ k,

(3.1)

is an example of function in S that will be used a lot in the sequel. Note that this function is non-
negative with suppSk = [−k, k] and suppS′k is contained in [−k,−k + 1] ∪ [k − 1, k] and that the
sequences Sk and S′k are uniformly bounded by one.

Now, we give the definition of renormalized solution of (1.1) under the assumptions (2.1) −
(2.6).
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Definition 3.2 Let f ∈ L1(Ω). A measurable function u : Ω→ R is a renormalized solution to the
problem (1.1) if Tk(u) ∈W 1,p(·)(Ω), b(u) ∈ L1(Ω),

lim
k→∞

∫
{k<|u|<k+1}

a(x,∇u) · ∇udx = 0, (3.2)

and, for all S ∈ S and for all φ ∈W 1,p(·)(Ω) ∩ L∞(Ω), we get∫
Ω

(
S(u)a(x,∇u) · ∇φ+ S′(u)a(x,∇u) · (∇u)φ+ b(u)S(u)φ

)
dx =

∫
Ω
fS(u)φ dx. (3.3)

Remark 3.3 Since the support of S is compact, we can write suppS ⊂ [−k, k], and since
u ∈ T 1,p(·)(Ω), then, by Proposition 3.1, we can replace the terms ∇u by ∇Tk(u) in the equa-
tion (3.3). Consequently, as Tk(u) ∈ W 1,p(·)(Ω), then by the growth assumption (2.5), the terms
S(u)a(x,∇u) and S′(u)a(x,∇u) · ∇u both lie in L1(Ω). Also, we have χ{k<|u|<k+1}a(x,∇u) ·
∇u ∈ L1(Ω). Hence, the Definition 3.2 makes good sense.

3.1 Existence of renormalized solution

In this part, we discuss the existence of the renormalized solution to the problem (1.1).

Theorem 3.4 Assume that (2.1) − (2.6) hold and f ∈ L1(Ω). Then, there exists at least one
renormalized solution to the problem (1.1).

For the proof, we have to consider the notion of weak solution to the problem (1.1).

Definition 3.5 (cf. [4]). Let f ∈ L∞(Ω). A measurable function u : Ω → R is a weak solution to
the problem (1.1) if u ∈W 1,p(·)(Ω), b(u) ∈ L∞(Ω) and∫

Ω
a(x,∇u) · ∇φ dx+

∫
Ω
b(u)φ dx =

∫
Ω
fφdx, (3.4)

for all φ ∈W 1,p(·)(Ω).

Proof of Theorem 3.4. The proof of existence of a renormalized solution of (1.1) is done in three
steps: firstly, we introduce approximating problems for which existence of weak solutions un is
obvious; secondly, we establish some convergence results of this sequence of solutions un; thirdly,
we prove that these approximate solutions un tend, as n goes to infinity, to a measurable function u
which is a renormalized solution of the problem (1.1).

3.1.1 Approximate solutions

Let fn = Tn(f), then fn ∈ L∞(Ω) and converges strongly to f in L1(Ω). Moreover, ‖fn‖L1(Ω) ≤
‖f‖L1(Ω). Now, we consider the problem{

b(un)− div a(x,∇un) = fn in Ω,
a(x,∇un) · η = 0 on ∂Ω.

(3.5)
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Under assumptions (2.1) − (2.6) and since fn ∈ L∞(Ω), the problem (3.5) admits a unique
weak solution un (see [4]), i.e. un ∈W 1,p(·)(Ω), b(un) ∈ L∞(Ω) and, for all φ ∈W 1,p(·)(Ω),∫

Ω
a(x,∇un) · ∇φ dx+

∫
Ω
b(un)φ dx =

∫
Ω
fnφ dx. (3.6)

Our goal is to prove that the sequence of these approximated solutions un to (3.5) converges to
a measurable function u which is a renormalized solution of the limit problem (1.1).

3.1.2 Convergence results

The following proposition regroups convergence results of these approximated solutions (see [2, 4,
5]).

Proposition 3.6

(i)

 The sequence (un)n∈N is a Cauchy sequence in measure. In particular,
there exists a measurable function u and a subsequence, still denoted by (un)n∈N,
such that un −→ u in measure and un −→ u a.e. in Ω.

(ii) For all k > 0, Tk(un) ⇀ Tk(u) in W 1,p(·)(Ω) and Tk(un)→ Tk(u) in Lp(·)(Ω).

(iii) For all k > 0,∇Tk(un) converges to∇Tk(u) in (L1(Ω))N .

(iv) For all k > 0, a(x,∇Tk(un)) converges strongly to a(x,∇Tk(u)) in (L1(Ω))N and weakly in
(Lp

′(·)(Ω))N .

Below, we give another result of convergence.

Lemma 3.7 For all k > 0, the sequence a(x,∇Tk(un)) ·∇Tk(un) converges strongly in (L1(Ω))N

to a(x,∇Tk(u)) · ∇Tk(u).

Proof. We use Vitali’s theorem to get this strong convergence in L1(Ω). By Proposition 3.6, one
has

a(x,∇Tk(un)) · ∇Tk(un) −→ a(x,∇Tk(u)) · ∇Tk(u) a.e. in Ω.

Moreover, by Hölder type inequality, we get, for E ⊂ Ω,∫
E
a(x,∇Tk(un)) · ∇Tk(un) dx ≤ 2‖a(x,∇Tk(un))‖Lp′(·)(Ω)‖∇Tk(un)χE‖Lp(·)(Ω).

But, the sequence
(
a(x,∇Tk(un))

)
n∈N is bounded in Lp

′(·)(Ω) because it converges weakly in
Lp
′(·)(Ω) and

(
|∇Tk(un)|p(x)

)
n∈N is equi-integrable in Ω because (∇Tk(un))n∈N converges weak-

ly in Lp(·)(Ω). So,

lim
meas(E)

∫
E
|∇Tk(un)|p(x) dx = 0.

Therefore, by Lemma 2.2, ‖∇Tk(un)χE‖Lp(·)(Ω) → 0 as meas(E) → 0. Hence, one has the
sequence a(x,∇Tk(un)) · ∇Tk(un) is equi-integrable in Ω and so, by Vitali’s theorem, one has the
result. 2
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3.1.3 Existence of renormalized solution

Lemma 3.8 The function u verifies the renormalized formulation (3.3).

Proof. Let φ ∈W 1,p(·)(Ω) ∩ L∞(Ω) and S ∈ S. We take S(un)φ as test function in (3.6) to get∫
Ω
S′(un)a(x,∇un) · (∇un)φ dx+

∫
Ω
S(un)a(x,∇un) · ∇φ dx+

∫
Ω
b(un)S(un)φ dx

=

∫
Ω
fnS(un)φ dx. (3.7)

Since suppS ⊂ (−k, k) for some real number k > 0, ∇un can be replaced by ∇Tk(un) in (3.7)
and we get∫

Ω
S′(un)a(x,∇Tk(un)) · (∇Tk(un))φ dx+

∫
Ω
S(un)a(x,∇Tk(un)) · ∇φ dx

+

∫
Ω
b(un)S(un)φ dx =

∫
Ω
fnS(un)φ dx. (3.8)

By definition, the functions b and S are continuous and suppS is compact. So, both sequences
b(un)S(un) and S(un) are bounded. Moreover, b(un)S(un) and S(un) converge almost every-
where to b(u)S(u) and S(u) respectively. So, by Lebesgue dominated convergence theorem, they
converge to b(u)S(u) and S(u), respectively, strongly in L1(Ω). One has so

lim
n→∞

∫
Ω
b(un)S(un)φ dx =

∫
Ω
b(u)S(u)φ dx.

By Proposition 3.6-(iv), one can see that a(x,∇Tk(un)) converges weakly to a(x,∇Tk(u)) in
Lp
′(·)(Ω), and as S(un)∇φ converges strongly to S(u)∇φ in Lp(·)(Ω), we deduce that

lim
n→∞

∫
Ω
S(un)a(x,∇Tk(un)) · ∇φ dx =

∫
Ω
S(u)a(x,∇Tk(u)) · ∇φ dx.

According to Lemma 3.7, a(x,∇Tk(un)) · ∇Tk(un) converges strongly to a(x,∇Tk(u)) · ∇Tk(u)
in L1(Ω). So,

lim
n→∞

∫
Ω
S′(un)a(x,∇Tk(un)) · (∇Tk(un))φ dx =

∫
Ω
S′(u)a(x,∇Tk(u)) · (∇Tk(u))φ dx.

Now, we are interested in the term of the right-hand side of (3.8). Since Tn(f) converges strongly
to f in L1(Ω), we conclude that

lim
n→∞

∫
Ω
fnS(un)φ dx =

∫
Ω
fS(u)φ dx.

Thus, passing to the limit in (3.8), we get that u verifies equality (3.3). 2

Lemma 3.9 The function u respects the estimate (3.2).
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Proof. Let’s take Tk+1(un)− Tk(un) as test function in (3.6) to get∫
Ω
a(x,∇un) · ∇(Tk+1(un)− Tk(un)) dx+

∫
Ω
b(un)(Tk+1(un)− Tk(un)) dx

=

∫
Ω
fn(Tk+1(un)− Tk(un)) dx. (3.9)

One has Tk+1(z)− Tk(z) =


sign(z) if |z| > k + 1,
0 if |z| < k,
z − ksign(z) if k ≤ |z| ≤ k + 1.

The test function Tk+1(un) − Tk(un) has a support contained in the set {|un| ≥ k}, is bounded
by one and has the same sign as un which has the same sign as b(un) when b(0) = 0 and b is
non-decreasing. So, b(un)(Tk+1(un) − Tk(un)) ≥ 0. We have also ∇(Tk+1(un) − Tk(un)) =
∇unχ{k<|un|<k+1} and the equality (3.9) becomes∫

{k<|un|<k+1}
a(x,∇un) · ∇un dx ≤

∫
{|un|≥k}

fn dx. (3.10)

Recalling that fn := Tn(f) converges strongly to f inL1(Ω), one can see that the sequence (fn)n∈N
is equi-integrable on Ω. It is sufficient so to prove that meas({|un| ≥ k}) converges to zero as k
goes to infinity uniformly in n. Indeed, we take Tk(un) as test function in the weak formulation (3.6)
to get ∫

Ω
a(x,∇Tk(un)) · ∇Tk(un) dx+

∫
Ω
b(un)Tk(un) dx =

∫
Ω
fnTk(un) dx.

Since a(x,∇Tk(un)) · ∇Tk(un) is positive by (2.6), we get∫
Ω
b(un)Tk(un) dx ≤

∫
Ω
fnTk(un) dx, (3.11)

which becomes ∫
{|un|≥k}

b(un)Tk(un) dx ≤
∫

Ω
fnTk(un) dx, (3.12)

because b(un)Tk(un) ≥ 0.

Since b is non-decreasing and b(0) = 0, one has |b(un)| ≥ min(b(k), |b(−k)|) on the set
{|un| ≥ k}, and the inequality above becomes

min(b(k), |b(−k)|)
∫
{|un|≥k}

|Tk(un)|dx ≤
∫

Ω
fnTk(un) dx.

Therefore, since |Tk(un)| = k on {|un| ≥ k} then, one gets

k ·min(b(k), |b(−k)|) ·meas({|un| ≥ k}) ≤ k
∫

Ω
fn dx ≤ k‖f‖L1(Ω)

which leads to

meas({|un| ≥ k}) ≤
‖f‖L1(Ω)

min(b(k), |b(−k)|)
−→ 0, as k −→∞, (3.13)
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since b is non-decreasing and onto so, b has an infinity limit at infinity. Hence, by equi-integrability
of fn, the right-hand side of (3.10) tends to zero uniformly in n as k →∞. And so, by monotonic-
ity (2.4), the inequality (3.10) becomes

lim
k→∞

sup
n

∫
{k<|un|<k+1}

a(x,∇un) · ∇un dx = 0

or again

lim
k→∞

lim
n→∞

∫
Ω
a(x,∇Tk+1(un)) · ∇Tk+1(un)χ{k<|un|<k+1} dx = 0. (3.14)

Let
Dn,k := a(x,∇Tk+1(un)) · ∇Tk+1(un).

According to Lemma 3.7, Dn,k → a(x,∇Tk+1(u)) ·∇Tk+1(u) strongly in L1(Ω). Moreover, since
un converges a.e. to u by Proposition 3.6, then by the continuity of χ(k,k+1)∪(−k−1,−k)(·) on the
image of Ω by u(·), we conclude that, as n→∞,

χ{k<|un|<k+1} = χ(k,k+1)∪(−k−1,−k)(un)→ χ(k,k+1)∪(−k−1,−k)(u) = χ{k<|u|<k+1} a.e. in Ω.

Indeed, χ(k,k+1)∪(−k−1,−k)(·) is continuous if meas ({|u| = k}) = 0 for a.e. k > 0. But, for all n,
one has, {

|Tk(u)| ≥ k − 1

2

}
⊂ {|un| ≥ k − 1} ∪

{
|Tk(un)− Tk(u)| > 1

2

}
and so

meas

({
|Tk(u)| ≥ k − 1

2

})
≤ meas ({|un| ≥ k − 1}) +meas

({
|Tk(un)− Tk(u)| > 1

2

})
.

From (3.13) and as Tk(un) converges to Tk(u) in measure in Ω, one gets, as n→∞,

meas ({|u| = k}) ≤ meas
({
|Tk(u)| ≥ k − 1

2

})
≤ 0 =⇒ meas ({|u| = k}) = 0.

Now, since
Dn,kχ{k<|un|<k+1} → a(x,∇Tk+1(u)) · ∇Tk+1(u)χ{k<|u|<k+1} a.e. in Ω.
|Dn,kχ{k<|un|<k+1}| ≤ Dn,k ∈ L1(Ω) a.e. in Ω, for all n ∈ N, and
Dn,k → a(x,∇Tk+1(u)) · ∇Tk+1(u) in L1(Ω),

then, by the Lebesgue generalized convergence theorem, we can write

lim
n→∞

∫
Ω
Dn,kχ{k<|un|<k+1} dx =

∫
Ω
a(x,∇Tk+1(u)) · ∇Tk+1(u)χ{k<|u|<k+1} dx. (3.15)

Now, coming back to the equality (3.14), we get the equality

lim
k→∞

∫
{k<|u|<k+1}

a(x,∇u) · ∇udx = 0, (3.16)

which proves the Lemma 3.9. 2

Lemma 3.10 u is a renormalized solution to the problem (1.1).
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Proof. By the Proposition 3.6−(ii), one has Tk(u) ∈ W 1,p(·)(Ω). Moreover, one can show that
‖b(un)‖L1(Ω) is uniformly bounded. Indeed, by (3.12), one has∫

{|un|≥k}
|b(un)| dx ≤

∫
Ω
fn dx.

Then, ∫
Ω
|b(un)| dx =

∫
{|un|<k}

|b(un)|dx+

∫
{|un|≥k}

|b(un)| dx

≤ max(b(k), |b(−k)|) ·meas(Ω) +

∫
Ω
fn dx.

Since fn converges strongly, then the right-hand side is bounded. Therefore, ‖b(un)‖L1(Ω) is uni-
formly bounded. One has also, by the continuity of b, b(un) −→ b(u) a.e. in Ω. So, Fatou’s lemma
gives us ∫

Ω
|b(u)| dx ≤ lim inf

n→∞

∫
Ω
|b(un)|dx.

Hence, b(u) ∈ L1(Ω). Also, thanks to the lemmas 3.8 and 3.9, we conclude that u is a renormalized
solution to the problem (1.1). This is the end of the proof of Theorem 3.4. 2

3.2 Uniqueness of renormalized solution

Now, let’s go to the uniqueness of the solution of problem (1.1).

Theorem 3.11 Assume that (2.1) − (2.6) hold and f ∈ L1(Ω). Then, there is uniqueness of the
renormalized solution to the problem (1.1).

Proof. Let k, h > 0 and u1 and u2 be two renormalized solutions of problem (1.1) associated to
the same data f ∈ L1(Ω). As Th(u2) ∈ W 1,p(·)(Ω) ∩ L∞(Ω), then one has Tk(u1 − Th(u2)) ∈
W 1,p(·)(Ω) ∩ L∞(Ω) which can be taken as test function in (3.3) for u1. Similarly, we can take
Tk(u2 − Th(u1)) as test function in (3.3) for u2. By addition, we get∫

{|u1−Th(u2)|≤k}
SM (u1)a(x,∇u1) · ∇(u1 − Th(u2)) dx

+

∫
{|u2−Th(u1)|≤k}

SM (u2)a(x,∇u2) · ∇(u2 − Th(u1)) dx

+

∫
Ω
S′M (u1)a(x,∇u1) · (∇u1)Tk(u1 − Th(u2)) dx

+

∫
Ω
S′M (u2)a(x,∇u2) · (∇u2)Tk(u2 − Th(u1)) dx

+

∫
Ω
SM (u1)b(u1)Tk(u1 − Th(u2)) dx +

∫
Ω
SM (u2)b(u2)Tk(u2 − Th(u1)) dx

=

∫
Ω
f
(
SM (u1)Tk(u1 − Th(u2)) + SM (u2)Tk(u2 − Th(u1))

)
dx, (3.17)
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where (SM ) is the sequence of functions in S defined in (3.1). While M and k are fixed, h can be
sent to infinity. Define the sets

E1 := {|u1 − u2| ≤ k, |u2| ≤ h}, E2 := E1 ∩ {|u1| ≤ h} and E3 := E1 ∩ {|u1| > h}.

We start with the first integral in (3.17). By (2.4), we have∫
{|u1−Th(u2)|≤k}

SM (u1)a(x,∇u1) · ∇(u1 − Th(u2)) dx

=

∫
{|u1−Th(u2)|≤k,|u2|≤h}

SM (u1)a(x,∇u1) · ∇(u1 − Th(u2)) dx

+

∫
{|u1−Th(u2)|≤k,|u2|>h}

SM (u1)a(x,∇u1) · ∇(u1 − Th(u2)) dx

=

∫
{|u1−Th(u2)|≤k,|u2|≤h}

SM (u1)a(x,∇u1) · ∇(u1 − u2) dx

+

∫
{|u1−Th(u2)|≤k,|u2|>h}

SM (u1)a(x,∇u1) · ∇u1 dx

≥
∫
{|u1−Th(u2)|≤k,|u2|≤h}

SM (u1)a(x,∇u1) · ∇(u1 − u2) dx

=

∫
E2

SM (u1)a(x,∇u1) · ∇(u1 − u2) dx+

∫
E3

SM (u1)a(x,∇u1) · ∇(u1 − u2) dx

=

∫
E2

SM (u1)a(x,∇u1) · ∇(u1 − u2) dx+

∫
E3

SM (u1)a(x,∇u1) · ∇u1 dx

−
∫
E3

SM (u1)a(x,∇u1) · ∇u2 dx

≥
∫
E2

SM (u1)a(x,∇u1) · ∇(u1 − u2) dx−
∫
E3

SM (u1)a(x,∇u1) · ∇u2 dx. (3.18)

Using (2.5) and Hölder type inequality, the last integral in (3.18) gives∣∣∣∣∫
E3

SM (u1)a(x,∇u1) · ∇u2 dx

∣∣∣∣
≤ C1

(
‖M‖p′(·) + ‖|∇u1|p(x)−1‖Lp′(·)({h<|u1|≤h+k})

)
‖∇u2‖Lp(·)({h−k<|u2|≤h}). (3.19)

Now, we take φ = Tk(u1 − Th(u1)) as test function in (3.3) for u1 and S ∈ S such that S =
Sh+k+1. We get∫

Ω
S(u1)a(x,∇u1) · ∇Tk(u1 − Th(u1)) dx+

∫
Ω
S′(u1)a(x,∇u1) · (∇u1)Tk(u1 − Th(u1)) dx

+

∫
Ω
b(u1)S(u1)Tk(u1 − Th(u1)) dx =

∫
Ω
fS(u1)Tk(u1 − Th(u1)) dx.

Since the third is non-negative, then one has∫
{h<|u1|≤h+k}

a(x,∇u1)·∇u1 dx−k
∫
{h+k<|u1|≤h+k+1}

a(x,∇u1)·∇u1 dx ≤ k
∫
{|u1|>h}

|f | dx.
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By using (2.6), we get

C2

∫
{h<|u1|≤h+k}

|∇u1|p(x) dx ≤ k

(∫
{|u1|>h}

|f | dx+

∫
{h+k<|u1|≤h+k+1}

a(x,∇u1) · ∇u1 dx

)
.

By (3.2) and since meas({|u1| > h})→ 0 as h→∞, and since f ∈ L1(Ω), we deduce that

lim
h→∞

∫
{h<|u1|≤h+k}

|∇u1|p(x) dx = 0, for any fixed number k > 0,

and so, by Lemma 2.2, we get lim
h→∞

‖|∇u1|p(x)−1‖Lp′(·)({h<|u1|≤h+k}) = 0.

Similarly, taking φ = Tk(u2−Th(u2)) as test function in (3.3) for u2 with the same S in S, we
get

lim
h→∞

∫
{h<|u2|≤h+k}

|∇u2|p(x) dx = 0, for any fixed number k > 0.

Hence,

lim
h→∞

∫
{h−k<|u2|≤h}

|∇u2|p(x) dx = lim
l→∞

∫
{l<|u2|≤l+k}

|∇u2|p(x) dx = 0,

for any fixed number k > 0 with l = h− k.

So, by Lemma 2.2, ‖∇u2‖Lp(·)({h−k<|u2|≤h}) → 0 as h→∞, for any fixed number k > 0.
Therefore, from (3.18) and (3.19), we obtain∫

{|u1−Th(u2)|≤k}
SM (u1)a(x,∇u1) · ∇(u1 − Th(u2)) dx

≥ Ih +

∫
E2

SM (u1)a(x,∇u1) · ∇(u1 − u2) dx, (3.20)

where Ih converges to zero as h→∞.

We may adopt the same procedure to treat the second term in (3.17) to obtain∫
{|u2−Th(u1)|≤k}

SM (u2)a(x,∇u2) · ∇(u2 − Th(u1)) dx

≥ Jh −
∫
E2

SM (u2)a(x,∇u2) · ∇(u1 − u2) dx, (3.21)

where Jh converges to zero as h→∞.

Now, for all h, k > 0, we set

Kh =

∫
Ω
SM (u1)b(u1)Tk(u1 − Th(u2)) dx +

∫
Ω
SM (u2)b(u2)Tk(u2 − Th(u1)) dx,

Rh =

∫
Ω
S′M (u1)a(x,∇u1) · (∇u1)Tk(u1 − Th(u2)) dx

+

∫
Ω
S′M (u2)a(x,∇u2) · (∇u2)Tk(u2 − Th(u1)) dx

and

Fh =

∫
Ω
f
(
SM (u1)Tk(u1 − Th(u2)) + SM (u2)Tk(u2 − Th(u1))

)
dx.
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We have

SM (u1)b(u1)Tk(u1 − Th(u2))→ SM (u1)b(u1)Tk(u1 − u2) a.e. in Ω, as h→∞,

and

|SM (u1)b(u1)Tk(u1 − Th(u2))| ≤ k|b(u1)| ∈ L1(Ω).

Then, by Lebesgue dominated convergence theorem, we deduce that

lim
h→∞

∫
Ω
SM (u1)b(u1)Tk(u1 − Th(u2)) dx =

∫
Ω
SM (u1)b(u1)Tk(u1 − u2) dx. (3.22)

Similarly, we have

lim
h→∞

∫
Ω
SM (u2)b(u2)Tk(u2 − Th(u1)) dx =

∫
Ω
SM (u2)b(u2)Tk(u2 − u1) dx. (3.23)

Using (3.22) and (3.23), we get

lim
h→∞

Kh =

∫
Ω

(
SM (u1)b(u1)− SM (u2)b(u2)

)
Tk(u1 − u2) dx. (3.24)

By the same procedure as above, we use the Lebesgue dominated convergence theorem to obtain

lim
h→∞

Rh =

∫
Ω

(
S′M (u1)a(x,∇u1) · ∇u1 − S′M (u2)a(x,∇u2) · ∇u2

)
Tk(u1 − u2) dx (3.25)

and

lim
h→∞

Fh =

∫
Ω
f
(
SM (u1)− SM (u2)

)
Tk(u1 − u2) dx. (3.26)

Using (3.20), (3.21), (3.24)− (3.26), we get from (3.17) the following inequality as h→∞.∫
{|u1−u2|≤k}

(
SM (u1)a(x,∇u1)− SM (u2)a(x,∇u2)

)
· ∇(u1 − u2) dx

+

∫
Ω

(
S′M (u1)a(x,∇u1) · ∇u1 − S′M (u2)a(x,∇u2) · ∇u2

)
Tk(u1 − u2) dx

+

∫
Ω

(
SM (u1)b(u1)− SM (u2)b(u2)

)
Tk(u1 − u2) dx

≤
∫

Ω
f
(
SM (u1)− SM (u2)

)
Tk(u1 − u2) dx. (3.27)

Now, we fix k > 0 and we pass to the limit in (3.27), as M tends to infinity.

The second term of the left-hand side of (3.27) is, in absolute value, smaller than

k

(∫
{M−1≤|u1|≤M}

a(x,∇u1) · ∇u1 dx+

∫
{M−1≤|u2|≤M}

a(x,∇u2) · ∇u2 dx

)

which converges to zero, as M →∞, thanks to relation (3.2) for u1 and u2. Therefore, the second
integral of (3.27) converges to zero as M →∞.
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Since SM → 1 as M → ∞, then
(
SM (u1)a(x,∇u1) − SM (u2)a(x,∇u2)

)
·
(
∇u1 − ∇u2

)
converges a.e. to

(
a(x,∇u1) − a(x,∇u2)

)
·
(
∇u1 − ∇u2

)
and moreover, thanks to (2.5) and to

Hölder type inequality, one has, a.e. in {|u1 − u2| ≤ k},∣∣(SM (u1)a(x,∇u1)− SM (u2)a(x,∇u2)
)
·
(
∇u1 −∇u2

)∣∣
≤
(
|a(x,∇u1)|+ |a(x,∇u2)|

)
·
(
|∇u1|+ |∇u2|

)
∈ L1(Ω).

Thus, by the Lebesgue dominated convergence theorem, the first integral in (3.27) converges to the
integral of

(
a(x,∇u1)− a(x,∇u2)

)
· ∇(u1 − u2) in {|u1 − u2| ≤ k}.

Similarly, by the Lebesgue dominated convergence theorem, the third integral in (3.27) con-
verges to the integral of

(
b(u1)− b(u2)

)
Tk(u1 − u2) in Ω.

We next examine the right-hand side of (3.27). For all k > 0,

f
(
SM (u1)− SM (u2)

)
Tk(u1 − u2)→ 0 a.e. in Ω as M →∞,

and
|f
(
SM (u1)− SM (u2)

)
Tk(u1 − u2)| ≤ 2k|f | ∈ L1(Ω).

The Lebesgue dominated convergence theorem allows us to write

lim
M→∞

∫
Ω
f
(
SM (u1)− SM (u2)

)
Tk(u1 − u2) dx = 0.

Thus, as M →∞, (3.27) gives∫
{|u1−u2|≤k}

(
a(x,∇u1)− a(x,∇u2)

)
· ∇(u1 − u2) dx

+

∫
Ω

(
b(u1)− b(u2)

)
Tk(u1 − u2) dx ≤ 0, (3.28)

for all k > 0. From (3.28), since all terms are non-negative, then one deduces∫
{|u1−u2|<k}

(
a(x,∇u1)− a(x,∇u2)

)
· ∇(u1 − u2) dx = 0 (3.29)

and ∫
Ω

(
b(u1)− b(u2)

)
Tk(u1 − u2) dx = 0. (3.30)

From (3.29) and the strict monotonicity assumption (2.4), one has

u1 − u2 = c a.e. in Ω, where c is a real constant. (3.31)

From (3.32), one has∫
Ω
|b(u1)− b(u2)|dx = lim

k→∞

∫
Ω

(
b(u1)− b(u2)

)1

k
Tk(u1 − u2) dx = 0 (3.32)

which gives
b(u1) = b(u2). (3.33)

Thus, from (3.31) and (3.33), the uniqueness of the renormalized solution follows in the sense of b.
2
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4 Continuous dependence for renormalized solutions

We consider elliptic problems

(Pbn) :

{
b(un)− divan(x,∇un) = fn in Ω,
an(x,∇un) · η = 0 on ∂Ω,

where the assumptions (2.1) − (2.6) are verified, for all n ∈ N, with the diffusion flux function-
s an(·, ·), the exponents pn : Ω −→ [p−, p+] and the non-negative functions Mn in Lp

′
n(·)(Ω)

such that the sequence
(
‖Mn‖Lp′n(·)(Ω)

)
n∈N

is uniformly bounded, and with C1, C2, p+ and p−
independent of n.

Note that, for fn ∈ L1(Ω) and under assumptions (2.1) − (2.6), the problem (Pbn) admits a
unique renormalized solution un.

The purpose of this section is to prove that the sequence of solutions (un)n∈N to problems (Pbn)
converges to a function u which is a solution of limit problem (1.1) with the exponent p, when we
have the following convergence assumption:[

for all bounded subset K of RN ,
sup
ξ∈K
|an(·, ξ)− a(·, ξ)| converges to zero in measure on Ω, (4.1)

where a(x, ξ) verifies the assumptions (2.3)− (2.6) with the exponent p verifying (2.1) such that

pn converges to p in measure on Ω. (4.2)

We assume also that

fn converges to f weakly in L1(Ω). (4.3)

We further assume that the exponents p and pn verify log-Hölder continuity assumption:

∃c > 0, ∀x, y ∈ Ω, x 6= y, −(log |x− y|)|p(x)− p(y)| ≤ c. (4.4)

Remark 4.1 Note that several regularity results for Sobolev spaces with variable exponents can
be obtained thanks to log-Hölder continuity condition (4.4); in particular, C∞(Ω) is dense in
W 1,p(·)(Ω) (for more details, see [8]).

Now, through the theorem below, we establish a structural stability result for the renormalized
solutions.

Theorem 4.2 Under the assumptions (4.1) − (4.3), let (un)n∈N be the sequence of renormalized
solutions of the problems (Pbn) associated to an(·, ·), fn and the exponents pn with a(·, ·), f and
p the respective limits of an, fn and pn in (4.1) − (4.3). Assume that the exponents p, pn satisfy
the log-Hölder continuity assumption (4.4). Then there exists a measurable function u on Ω such
that un, ∇un converge to u, ∇u, respectively, a.e. in Ω, as n → ∞. The function u is, in fact,
a renormalized solution of the problem (1.1) associated to the diffusion flux a(·, ·) and the source
term f .
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Proof of Theorem 4.2. We shall divide the proof into several steps. Throughout the proof, we
reason up to an extracted subsequence of (un)n∈N (still denoted by (un)n∈N) and every positive
constant independent of n will be denoted by C.

Lemma 4.3 (i) For all k > 0, the sequence
(
‖Tk(un)‖1,pn(·)

)
n∈N is bounded.

(ii) The sequence of renormalized solutions (un)n∈N of the problems (Pbn) verifies, for k > 0
large enough,

meas({|un| > k}) ≤ C‖fn‖L1

min (b(k), |b(−k)|)
, (4.5)

sup
n
meas({|un| > k})→ 0, as k →∞, (4.6)

and
lim
k→∞

sup
n

∫
{k<|un|<k+1}

|∇un|pn(x) dx = 0. (4.7)

(iii) There exists a measurable function u on Ω such that, up to a subsequence, Tk(un) ⇀ Tk(u)
in W 1,p−(Ω), for all k > 0. Moreover, un → u a.e. in Ω, ∇Tk(un) converges to a Young
measure (νkx)x∈Ω on RN in the sense of the nonlinear weak-∗ convergence and

∇Tk(u) =

∫
RN

λ dνkx(λ). (4.8)

(iv) For all k > 0, |λ|p(x) is integrable with respect to the measure dνkx(λ) dx on RN × Ω and
Tk(u) ∈W 1,p(·)(Ω).

(v) One has

lim
k→∞

∫
Ω
|∇(Tk+1(u)− Tk(u))|p(x) dx = 0. (4.9)

Proof. (i) In the renormalized formulation (3.3) of the problem (Pbn), we choose S = Sh+k ∈ S
defined in (3.1) with h, k > 0, h large enough. Because un is a renormalized solution of the
problem (Pbn), we have Tk(un) ∈ W 1,pn(·)(Ω) ∩ L∞(Ω) and so, we can take φ = Tk(un) as test
function in the renormalized formulation (3.3) to obtain, the term

∫
Ω b(un)S(un)Tk(un) dx being

non-negative,∫
Ω
an(x,∇Tk(un)) · ∇Tk(un) dx+

∫
Ω
S′(un)an(x,∇un) · (∇un)Tk(un) dx ≤ k

∫
Ω
|fn|dx.

While k is fixed, h can be sent to infinity. By (3.2), the second integral vanishes, as h→∞, because∣∣∣∣ ∫
Ω
S′(un)an(x,∇un) · (∇un)Tk(un) dx

∣∣∣∣ ≤ k

∫
{h+k−1<|un|<h+k}

an(x,∇un) · ∇un dx. So, by

using coercivity condition (2.6), as h→∞ we have

C

∫
Ω
|∇Tk(un)|pn(x) dx ≤ k

∫
Ω
|fn|dx.

Since the sequence (fn)n∈N converges weakly to f in L1(Ω), then the right-hand side of this last
inequality is uniformly bounded. So, we obtain∫

Ω
|∇Tk(un)|pn(x) dx ≤ Ck. (4.10)
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Moreover, ∫
Ω
|Tk(un)|pn(x) dx ≤

∫
Ω
kpn(x) dx ≤ max(kp+ , kp−)meas(Ω). (4.11)

From (4.10) and (4.11), we deduce that the sequence ρ1,pn(·)(Tk(un)) is uniformly bounded. By
the Lemma 2.3 and the fact that pn(·) ∈ [p−, p+], one has

‖Tk(un)‖1,pn(·) ≤ max
(
ρ1,pn(·)(Tk(un))1/p− , ρ1,pn(·)(Tk(un))1/p+

)
.

We conclude that the sequence ‖Tk(un)‖1,pn(·) is uniformly bounded.

(ii) In the renormalized formulation (3.3) of problem (Pbn), we take S = Sk ∈ S and φ = T 1
k
(un)

as test function, with k > 0 large enough. We obtain∫
Ω
S(un)an(x,∇un) · ∇T 1

k
(un) dx+

∫
Ω
S′(un)an(x,∇un) · (∇un)T 1

k
(un) dx

+

∫
Ω
b(un)S(un)T 1

k
(un) dx =

∫
Ω
fnS(un)T 1

k
(un) dx,

which gives∫
Ω
an

(
x,∇T 1

k
(un)

)
· ∇T 1

k
(un) dx+

∫
Ω
S′(un)an(x,∇un) · (∇un)T 1

k
(un) dx

+

∫
Ω
b(un)S(un)T 1

k
(un) dx ≤ 1

k
‖fn‖L1(Ω),

or again

k

∫
Ω
S′(un)an(x,∇un) · (∇un)T 1

k
(un) dx+

∫
Ω
b(un)S(un)kT 1

k
(un) dx ≤ ‖fn‖L1(Ω).

The term k

∫
Ω
S′(un)an(x,∇un) · (∇un)T 1

k
(un) dx vanishes, as k → ∞, due to (3.2). Also, one

has kT 1
k
(un)→ sign(un) as k →∞. So, by using Fatou’s lemma, we get, as k →∞,∫

Ω
|b(un)|dx ≤ ‖fn‖L1(Ω). (4.12)

Therefore, for k > 0, ∫
{|un|>k}

|b(un)|dx ≤ ‖fn‖L1(Ω). (4.13)

Since |b(un)| ≥ min(b(k), |b(−k)|) on {|un| > k}, then the relation (4.13) gives

min(b(k), |b(−k)|)meas({|un| > k}) ≤ ‖fn‖L1(Ω)

or again

meas({|un| > k}) ≤
‖fn‖L1(Ω)

min(b(k), |b(−k)|)
. (4.14)

Being weakly convergent in L1(Ω), the sequence (fn)n∈N is bounded, so the right-hand side
of (4.14) tends to zero as k → ∞, then meas({|un| > k}) tends to zero as k → ∞ uniformly
in n and (4.6) is proved.
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For the proof of (4.7), let’s take φ = Tk+1(un) − Tk(un) as test function and S ∈ S such that
S = Sk+2 in the renormalized formulation (3.3). The function Tk+1(un) − Tk(un) has a support
contained in the set {|un| ≥ k} and is bounded by one. We obtain by (2.6)

C

∫
{k<|un|<k+1}

|∇un|pn(x) dx+

∫
Ω
S′(un)an(x,∇un) · (∇un)φ dx ≤

∫
{|un|≥k}

|fn|dx. (4.15)

By the property (3.2) and by equi-integrability of fn, and because of (4.6), for k →∞, one deduces,
from (4.15), the estimate (4.7).

(iii) From Lemma 4.3− (i), one gets

‖Tk(un)‖p−
W 1,p− (Ω)

=

∫
Ω
|Tk(un)|p− dx+

∫
Ω
|∇Tk(un)|p− dx

≤
∫

Ω

(
1 + |Tk(un)|pn(x)

)
dx+

∫
Ω

(
1 + |∇Tk(un)|pn(x)

)
dx

≤2meas(Ω) + ρ1,pn(·)(Tk(un))

≤const(k).

And so, the sequence Tk(un) is uniformly bounded in W 1,p−(Ω). Therefore, up to a subsequence,
we can assume that the sequence Tk(un) converges to a certain function σk weakly in W 1,p−(Ω),
and by the compact imbedding theorem ofW 1,p−(Ω) in Lp−(Ω), one can see that Tk(un) converges
strongly to σk in Lp−(Ω) and so a.e. in Ω. Now, we have to prove that σk = Tk(u) a.e. in Ω where
un → u a.e. in Ω.

Let s > 0 and define the sets

En := {|un| > k} , Em := {|um| > k} and En,m := {|Tk(un)− Tk(um)| > s} ,

with k > 0. One has {|un − um| > s} ⊂ En ∪ Em ∪ En,m which gives

meas({|un − um| > s}) ≤ meas(En) +meas(Em) +meas(En,m).

Let ε > 0. According to (4.6), we can choose k = k(ε) to get

meas(En) ≤ ε

3
and meas(Em) ≤ ε

3
.

Since Tk(un) converges strongly in Lp−(Ω), then it is a Cauchy sequence in Lp−(Ω). Hence, there
exists n0 = n0(ε, s) ∈ N such that for all n,m ≥ n0,

meas(En,m) ≤ 1

sp−

∫
Ω
|Tk(un)− Tk(um)|p− dx ≤ ε

3
.

So, we deduce that
meas({|un − um| > s}) ≤ ε, for all n,m ≥ n0.

Finally, the sequence (un)n∈N is a Cauchy sequence in measure. Hence, by extraction of subse-
quence, there exists a measurable function u such that un → u a.e. in Ω. Since Tk is continuous,
we have Tk(un)→ Tk(u) a.e. in Ω and, by the uniqueness of the limit, one has σk = Tk(u) a.e. in
Ω because Tk(un)→ σk a.e. in Ω.
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Also, the weak convergence of Tk(un) to Tk(u) in W 1,p−(Ω) leads to the weak convergence
of ∇Tk(un) to ∇Tk(u) in Lp−(Ω). Thanks to Theorem 2.6−(i), ∇Tk(un) nonlinear weak-* con-
verges to a Young measure

(
νkx
)
x∈Ω

and since its weak limit is ∇Tk(u), then ∇Tk(u) verifies the
equality (4.8) according to (2.10).

(iv) By assumption (4.2), pn → p in measure on Ω, and since ∇Tk(un) ⇀ ∇Tk(u) in Lp−(Ω),
then according to Theorem 2.6−(ii),(iii), for all k ∈ N, the sequence (pn,∇Tk(un))n converges
to the Young measure δp(x) ⊗ dνkx on R× RN .

Let us now consider the Carathéodory function

Fm : (x, (λ0, λ)) ∈ Ω× (R× RN ) 7−→ |hm(λ)|λ0 , m ∈ N,

where hm is defined by (2.7). The sequence (Fm(·, (pn(·),∇Tk(un))))n∈N is equi-integrable in Ω
since it is uniformly bounded in L1(Ω) according to (4.10). Then, we apply the nonlinear weak-∗

convergence property (2.9) to the function Fm to get

lim
n→∞

∫
Ω
Fm(x, (pn(x),∇Tk(un)(x))) dx =

∫
Ω

∫
R×RN

Fm(x, (λ0, λ)) dδp(x)(λ0) dνkx(λ) dx

=

∫
Ω

∫
RN

Fm(x, (p(x), λ)) dνkx(λ) dx

=

∫
Ω×RN

|hm(λ)|p(x) dνkx(λ) dx.

Moreover,

lim
n→∞

∫
Ω
Fm(x, (pn(x),∇Tk(un)(x))) dx = lim

n→∞

∫
Ω
|hm(∇Tk(un))|pn(x) dx

≤ lim
n→∞

∫
Ω
|∇Tk(un)|pn(x) dx

≤Ck,

according to (4.10). So, ∫
Ω×RN

|hm(λ)|p(x) dνkx(λ) dx ≤ Ck.

Since the sequence (|hm|)m∈N is increasing and hm(λ) −→ λ as m → ∞, then by the monotone
convergence theorem, we deduce that∫

Ω×RN
|λ|p(x) dνkx(λ) dx ≤ Ck.

By the formula (4.8) and Jensen inequality, one has∫
Ω
|∇Tk(u)|p(x) dx =

∫
Ω

∣∣∣∣ ∫
RN

λdνkx(λ)

∣∣∣∣p(x)

dx ≤
∫

Ω×RN
|λ|p(x) dνkx(λ) dx < Ck.

Hence, we deduce that∇Tk(u) ∈ Lp(·)(Ω) and thus Tk(u) ∈W 1,p(·)(Ω).

(v) Up to a subsequence, by (iii), Tk+1(un) − Tk(un) converges to Tk+1(u) − Tk(u) a.e. in Ω
and weakly in W 1,p−(Ω). By arguing as in (iv), we get ∇(Tk+1(u) − Tk(u)) ∈ Lp(·)(Ω) and its
modular is upper bounded by

sup
n

∫
Ω
|∇(Tk+1(u)− Tk(u))|pn(x) dx = sup

n

∫
{k<|un|<k+1}

|∇un|pn(x) dx→ 0, as k →∞,

by (4.7). Thus, (4.9) follows. 2
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Lemma 4.4 (i) For all k > 0, the sequence (Ykn)n∈N, Ykn(x) := an(x,∇Tk(un(x))), is equi-
integrable in Ω and its weak limit Yk ∈ Lp′(·)(Ω) is such that

Yk(x) :=

∫
RN

a(x, λ) dνkx(λ), a.e. x ∈ Ω. (4.16)

(ii) For all k̂ > k > 0, one has Yk = Y k̂χ{|u|<k}.

Proof. (i) We first show that the sequence (Ykn)n∈N, Ykn := an(x,∇Tk(un)), is equi-integrable in
Ω. The assumption (2.5) applied on an(·, ·) with exponent pn(x) implies, for all measurable subset
E ⊂ Ω, ∫

E
|Ykn|dx ≤C

∫
E

(
1 +Mn + |∇Tk(un)|pn(x)−1

)
dx

≤C
∫
E

(1 +Mn) dx+ 2C‖|∇Tk(un)|pn(x)−1‖
Lp
′
n(·)‖χE‖Lpn(·)

≤C
∫
E

(1 +Mn) dx+ C ′max
((
ρpn(χE)

)1/p+ , (ρpn(χE)
)1/p−)

≤C
∫
E

(1 +Mn) dx+ C ′max
(
meas(E)1/p+ ,meas(E)1/p−

)
(4.17)

by using Hölder type inequality and Lemma 2.2, where 2C‖|∇Tk(un)|pn(x)−1‖
Lp
′
n(·) is upper

bounded by C ′ by (4.10).

The whole right-hand side of (4.17) tends to zero when meas(E) tends to zero because the
sequence (Mn)n∈N is equi-integrable in Ω. And so, the sequence (Ykn)n∈N is equi-integrable in Ω.
By Theorem 2.6−(i), there exists a weak limit Yk for the sequence Ykn in L1(Ω).

In the following lines, we prove that the weak limit Yk verifies the formula (4.16) and belongs
to Lp

′(·)(Ω). We put the set

Rn := {x ∈ Ω; |p(x)− pn(x)| < 1/2}

and we consider auxiliary functions Ỹkn := a
(
x, (∇Tk(un))χRn

)
. Let’s show that the sequence(

Ỹkn
)
n∈N

is equi-integrable in Ω. Indeed, we apply (2.5) with the exponent p(·) on a (·, ·) to get∫
E
Ỹkn dx ≤ C

∫
E

(1 +M) dx+ C

∫
E∩Rn

|∇Tk(un)|p(x)−1 dx. (4.18)

The first term of the right-hand side of (4.18) tends to zero when meas(E) tends to zero. Also, for
x ∈ Rn, one has p(x) ≤ pn(x) + 1/2 and, by using Hölder type inequality, we have∫

E∩Rn
|∇Tk(un)|p(x)−1 dx ≤

∫
E

(
1 + |∇Tk(un)|pn(x)−1/2

)
dx

≤meas(E) + C‖|∇Tk(un)|pn(x)−1/2‖L(2pn(·))′‖χE‖L2pn(·) . (4.19)

But, by (4.10), one has

ρ(2pn)′

(
|∇Tk(un)|pn(x)−1/2

)
= ρpn (∇Tk(un)) ≤ Ck. (4.20)
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Also, by Proposition 2.3, one has

‖χE‖L2pn(·) ≤max
(

(ρ2pn (χE))1/(2p)+ , (ρ2pn (χE))1/(2p)−
)

≤max
(

(meas(E))1/(2p)+ , (meas(E))1/(2p)−
)
. (4.21)

From (4.19) − (4.21), the second term of the right-hand side of (4.18) is uniformly small for
meas(E) small, and the equi-integrability of

(
Ỹkn
)
n∈N

follows. Now, we assert that, by extrac-

tion of a subsequence, the sequence Ỹkn converges weakly to some function Ỹk in L1(Ω) as n→∞
thanks to Theorem 2.6−(i).

It remains to prove that Yk = Ỹk. For that, it is sufficient to prove that Ykn − Ỹkn converges
strongly to zero in L1(Ω). Indeed, let ε > 0. By the Chebyshev inequality, one has

meas({|∇Tk(un)| > L}) ≤
(∫

Ω
|∇Tk(un)| dx

)/
L

≤
∫

Ω

(
1 + |∇Tk(un)|pn(x)

)
dx

/
L

≤ (meas(Ω) + Ck) /L,

by inequality (4.10). It follows that sup
n

(meas({|∇Tk(un)| > L}) → 0 as L → ∞. The

sequence Ykn − Ỹkn is equi-integrable in Ω, so there exists L0 = L0(ε) such that for L > L0, one
has ∫

{|∇Tk(un)|>L}
|Ykn − Ỹkn|dx ≤ ε/4, for all n ∈ N. (4.22)

By the assumption (4.1), one has for all σ > 0,

lim
n→∞

meas

({
x ∈ Ω; sup

|λ|≤L
|an(x, λ)− a(x, λ)| ≥ σ

})
= 0.

Hence, by equi-integrability of Ykn − Ỹkn on Ω, there exists n0 = n0(σ, L0) ∈ N such that for all
n > n0, ∫x∈Ω; sup

|λ|≤L
|an(x, λ)− a(x, λ)| ≥ σ


|Ykn − Ỹkn| dx ≤ ε/4. (4.23)

By the definition, one has Ỹkn = a(x,∇Tk(un)) on the set Rn and we consider the following set

RL,σn :=

{
x ∈ Rn; sup

|λ|≤L
|an(x, λ)− a(x, λ)| < σ, |∇Tk(un)| ≤ L

}
.

Since |∇Tk(un)| ≤ L on RL,σn , then one has

|an(x,∇Tk(un))− a(x,∇Tk(un))| < σ on RL,σn ,

and so, for all n, ∫
RL,σn

|Ykn − Ỹkn| dx ≤ σmeas(Ω) ≤ ε/4, (4.24)
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by taking σ = σ(ε) < ε/(4meas(Ω)). Also, by (4.22) and (4.23), we have∫
Rn\RL,σn

|Ykn − Ỹkn| dx ≤ ε/2, for all n > n0(σ(ε), L(ε)). (4.25)

Since pn converges to p in measure on Ω, one has meas(Ω \ Rn) = meas
(
{|p− pn| ≥ 1/2}

)
converges to zero as n→∞; and the equi-integrability of Ykn gives, for sufficiently large n,∫

Ω\Rn
|Ykn − Ỹkn|dx =

∫
Ω\Rn

|Ykn|dx ≤ ε/4. (4.26)

Now, by using (4.24), (4.25) and (4.26), we get, for n > n0(σ(ε), L(ε)),∫
Ω
|Ykn − Ỹkn| dx ≤ ε.

Hence, the sequence Ykn − Ỹkn converges strongly to zero in L1(Ω), as n goes to infinity, and so,
Yk = Ỹk.

Let us show the representation formula (4.16) for Yk. Since meas(Ω\Rn)→ 0 as n→∞, so,
by the equi-integrability of ∇Tk(un) in Ω, one can see that ∇Tk(un)(1 − χRn) converges to zero
as n→∞. Therefore, the sequence ∇Tk(un)χRn converges to the same Young measure νkx as the
sequence ∇Tk(un). Now, fix ψ ∈ D(Ω) and let’s consider the Carathéodory function a(·, ·) · ψ.
Since the sequence Ỹkn = a(x,∇Tk(un)χRn) is equi-integrable in Ω, then we can use the nonlinear
weak-* convergence property (2.9) to get

lim
n→∞

∫
Ω
a(x,∇Tk(un)χRn) · ψ dx =

∫
Ω×RN

a(x, λ) · ψ dνkx(λ) dx. (4.27)

Since a(x,∇Tk(un)χRn) converges weakly to Ỹk, (4.27) becomes∫
Ω
Ỹk · ψ dx =

∫
Ω×RN

a(x, λ) · ψ dνkx(λ) dx =

∫
Ω

(∫
RN

a(x, λ) dνkx(λ)

)
· ψ dx

which means that

Yk = Ỹk =

∫
RN

a(x, λ) dνkx(λ) in D′(Ω) and so, a.e. in Ω.

Now, we end the proof with Yk ∈ Lp′(·)(Ω). One uses Jensen inequality, the assumption (2.5) and
Lemma 4.3−(v) to obtain∫

Ω
|Yk(x)|p′(x) dx =

∫
Ω

∣∣∣∣∫
RN

a(x, λ) dνkx(λ)

∣∣∣∣p′(x)

dx

≤
∫

Ω×RN
|a(x, λ)|p′(x) dνkx(λ) dx

≤
∫

Ω×RN
C(M(x) + |λ|p(x)) dνkx(λ) dx <∞.
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(ii) Let k̂ > k > 0 and let’s put gkn := an(x,∇T
k̂
(un))χ{|u|<k}. According to (i),

(
gkn
)
n∈N

converges weakly to Y k̂χ{|u|<k} in L1(Ω). If we prove that this sequence converges weakly to Yk

in L1(Ω), we can conclude that Yk = Y k̂χ{|u|<k}, by uniqueness of the limit. Let’s put

hkn := an(x,∇T
k̂
(un))χ{|un|<k}.

Since k̂ > k, one has
Tk(un) ≡ Tk(Tk̂(un)),

and so
∇Tk(un) = ∇T

k̂
(un)χ{|Tk̂(un)|<k} = ∇T

k̂
(un)χ{|un|<k}.

Moreover, from assumption (2.3), one has an(x, 0) = 0 a.e. x ∈ Ω. Hence,

an(x,∇T
k̂
(un))χ{|un|<k} ≡ an(x,∇Tk(un))

and the sequence
(
hkn
)
n∈N converges weakly to Yk in L1(Ω), according to (i).

Consider the sequence
(
dkn
)
n∈N such that

dkn := gkn − hkn = an(x,∇T
k̂
(un))

(
χ{|u|<k} − χ{|un|<k}

)
.

The function χ(−k,k)(·) is continuous on the image of Ω by u(·) for a.e. k > 0. Indeed, one has
meas ({|u| = k}) = 0 for a.e. k > 0 by arguing as in the proof of Lemma 3.9. Therefore, since un
converges to u a.e. in Ω, then

χ{|un|<k} = χ(−k,k)(un)→ χ(−k,k)(u) = χ{|u|<k} a.e. in Ω as n→∞.

So,
dkn → 0 a.e. in Ω.

Moreover, by (i), the sequence
(
dkn
)
n∈N is equi-integrable in Ω. Hence, by Vitali’s theorem, the

sequence
(
dkn
)
n∈N converges strongly to zero in L1(Ω). Therefore, gkn = hkn + dkn tends to Yk

weakly in L1(Ω). So, this ends the proof of (ii). 2

Lemma 4.5 (i) For all k > 0,∫
Ω
Yk · ∇Tk(u) dx ≥ lim inf

n→∞

∫
Ω
Ykn · ∇Tk(un) dx (4.28)

and the ”div-curl” inequality∫
Ω×RN

(
a(x, λ)− a(x,∇Tk(u))

)
·
(
λ−∇Tk(u)

)
dνkx(λ) dx ≤ 0 (4.29)

holds.

(ii) For all k > 0,
Yk(x) = a(x,∇Tk(u(x))) for a.e. x ∈ Ω, (4.30)

and ∇Tk(un) converges to∇Tk(u) in measure in Ω as n→∞.
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Proof. (i) Let ψ ∈ C∞(Ω). Since pn(·) is log-Hölder continuous, then C∞(Ω) is dense in
W 1,pn(·)(Ω). So, we can take ψ as test function in the renormalized formulation (3.3) for un.
We get ∣∣∣∣ ∫

Ω

(
b(un)S(un)ψ + S(un)YMn · ∇ψ − fnS(un)ψ

)
dx

∣∣∣∣
≤ ‖ψ‖L∞

∫
Ω
|S′(un)|YMn · ∇TM (un) dx, (4.31)

where S ∈ S with suppS ⊂ [−M,M ], M > 0. We are going to pass to the limit in (4.31),
as n tends to infinity. By Lemma 4.3−(iii), un converges to u a.e. in Ω. By the continu-
ity of b and S, the term b(un)S(un) converges a.e. in Ω to b(u)S(u). Also, |b(un)S(un)ψ| ≤
‖S‖L∞ max(b(M), |b(−M)|)|ψ| ∈ L1(Ω) and so, by the Lebesgue dominated convergence theo-
rem, ∫

Ω
b(un)S(un)ψ dx −→

∫
Ω
b(u)S(u)ψ dx, as n→∞. (4.32)

Let’s prove now that ∫
Ω
fnS(un)ψ dx −→

∫
Ω
fS(u)ψ dx, as n→∞. (4.33)

One has ∫
Ω
fnS(un)ψ dx =

∫
Ω
fnS(u)ψ dx+

∫
Ω
fn(S(un)− S(u))ψ dx. (4.34)

On the one hand, one has
∫

Ω fnS(u)ψ dx −→
∫

Ω fS(u)ψ dx since fn ⇀ f in L1(Ω). On the other
hand, one has, for R > 0,∫

Ω
|fn(S(un)− S(u))ψ|dx

=

∫
{|fn|>R}

|fn(S(un)− S(u))ψ|dx+

∫
{|fn|≤R}

|fn(S(un)− S(u))ψ| dx

≤ 2‖ψ‖L∞‖S‖L∞
∫
{|fn|>R}

|fn|dx+R‖ψ‖L∞
∫

Ω
|S(un)− S(u)| dx. (4.35)

For R > 0 fixed, the second term of the right-hand side of the inequality (4.35) tends to zero as
n → ∞. Indeed, because of the continuity of S and the compactness of suppS, S(un) converges
strongly to S(u) in L1(Ω) by the Lebesgue dominated convergence theorem. By the Chebyshev
inequality and since fn is bounded in L1(Ω), one has

sup
n
meas({|fn| > R}) ≤

sup
n
‖fn‖1

R
≤ C

R
−→ 0 as R −→∞.

Since the sequence fn is equi-integrable in Ω, then the first term in the right-hand side of (4.35)
can be made as small as desired by the choice of R. Hence, the second term of the right-hand side
of (4.34) tends to zero. And so, we deduce the convergence result (4.33).

Next, we prove that∫
Ω
S(un)YMn · ∇ψ dx→

∫
Ω
S(u)YM · ∇ψ dx, as n→∞. (4.36)
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Indeed, for R > 0,∫
Ω
S(un)YMn · ∇ψ dx =

∫
{|∇ψ|<R}

S(un)YMn · ∇ψ dx+

∫
{|∇ψ|≥R}

S(un)YMn · ∇ψ dx. (4.37)

For the first term of the right-hand side of (4.37), one has∫
{|∇ψ|<R}

S(un)YMn · ∇ψ dx

=

∫
{|∇ψ|<R}

S(u)YMn · ∇ψ dx+

∫
{|∇ψ|<R}

(S(un)− S(u))YMn · ∇ψ dx. (4.38)

Since YMn ⇀ YM inLp
′(·)(Ω) by Lemma 4.4−(i), then the first term of the right-hand side of (4.38)

tends to
∫
{|∇ψ|<R} S(u)YM · ∇ψ dx as n→∞.

For α > 0 fixed, we can rewrite the second term of the right-hand side of (4.38) as follows.∫
{|∇ψ|<R}

|(S(un)− S(u))YMn · ∇ψ| dx

=

∫
{|∇ψ|<R}∩{|YMn |≤α}

|(S(un)− S(u))YMn · ∇ψ|dx

+

∫
{|∇ψ|<R}∩{|YMn |>α}

|(S(un)− S(u))YMn · ∇ψ|dx

≤ αR
∫

Ω
|S(un)− S(u)|dx+ 2R‖S‖L∞

∫
{|YMn |>α}

|YMn |dx. (4.39)

The sequence YMn is equi-integrable in Ω and is bounded in L1(Ω) as it converges weakly in L1(Ω),
so using the same argument which leads to assert that the right-hand side of (4.35) tends to zero, as
n→∞, in the inequality (4.39), then the second term of the right-hand side of (4.38) tends to zero
as n → ∞. Thus, the first term of the right-hand side of (4.37) converges to

∫
{|∇ψ|<R} S(u)YM ·

∇ψ dx as n→∞.

For the second term of the right-hand side of (4.37), we note that, by Hölder type inequality,∣∣∣∣ ∫
{|∇ψ|≥R}

YMn · (∇ψS(un)) dx

∣∣∣∣ ≤ C‖S‖L∞‖YMn ‖Lp′n(·)(Ω)
‖χ{|∇ψ|≥R}∇ψ‖Lpn(·)(Ω). (4.40)

One has ‖YMn ‖Lp′n(·)(Ω)
≤ C by Lemma 4.3 and the growth assumption (2.5). Since ψ ∈ C∞(Ω),

one clearly has meas({|∇ψ| ≥ R})→ 0 as R→ 0 because |∇ψ| is bounded. Therefore,∫
{|∇ψ|≥R}

|∇ψ|pn(·) dx ≤ Cmeas({|∇ψ| ≥ R}),

where C is independent ofR. So, by Lemma 2.2−(iii), (iv), sup
n
‖χ{|∇ψ|≥R}∇ψ‖Lpn(·)(Ω) tends to

zero as R → ∞. Therefore, the second term of right-hand side of (4.37) tends to zero as R → ∞.
Hence, as n→∞ and R→∞ in the equality (4.37), we deduce (4.36).

Thanks to convergences (4.32), (4.33) and (4.36), we deduce for n large enough,∣∣∣∣ ∫
Ω

(
b(u)S(u)ψ + S(u)YM · ∇ψ − fS(u)ψ

)
dx

∣∣∣∣
≤ ‖ψ‖L∞ sup

n

∫
Ω
|S′(un)|an(x,∇TM (un)) · ∇TM (un) dx. (4.41)
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Now, fix k > 0. By Lemma 4.3−(iv), one has Tk(u) ∈W 1,p(·)(Ω)∩L∞(Ω). So, by the density of
C∞(Ω) in W 1,p(·)(Ω), we can replace ψ by Tk(u) in (4.41).

Consider the sequence (SM )M ⊂ S such that :

• SM and S′M are uniformly bounded;

• SM = 1 on [−M + 1,M − 1], suppSM ⊂ [−M,M ], for all M ∈ N∗;
• the map M 7−→ b(z)SM (z) is non-decreasing, for all z ∈ R.

From now on, we replace S by SM in (4.41). According to Lemma 4.4−(ii), for M > k, one has
Yk = YMχ{|u|<k}. Since ∇Tk(u) = 0 outside {|u| < k}, then we can replace YM · ∇Tk(u) by
Yk · ∇Tk(u). Also, one has suppS′M ⊂ [−M,−M + 1] ∪ [M − 1,M ] and the sequence S′M is
uniformly bounded i.e.‖S′M‖L∞(Ω) ≤ C, where C is a positive constant independent of M . So, the
term of the right-hand side of (4.41) is bounded by

C sup
n

∫
{M−1≤|un|≤M}

an(x,∇TM (un)) · ∇TM (un) dx

≤ C sup
n

∫
{M−1≤|un|≤M}

(
Mn|∇TM (un)|+ |∇TM (un)|pn(x)

)
dx

≤ C sup
n
‖Mnχ{|un|≥M−1}‖Lp′n(·)(Ω)

‖∇TM (un)χ{M−1≤|un|≤M}‖Lpn(·)(Ω)

+ C sup
n

∫
{M−1≤|un|≤M}

|∇TM (un)|pn(x) dx, (4.42)

by using the growth condition on an(·, ·) and the Hölder type inequality. Thanks to Lemma 2.2,
the estimates (4.6) and (4.7), and the fact thatMn is equi-integrable, one can see that the term of
the right-hand side of (4.41) tends to zero when M → ∞ in (4.42). By the monotone convergence
theorem, since b(u)SM (u) is non-decreasing and converges a.e. in Ω to b(u), then b(u)SM (u)ψ
converges strongly to b(u)ψ inL1(Ω). Moreover, by the Lebesgue dominated convergence theorem,
the terms SM (u)Yk · ∇ψ and fSM (u)ψ converge, respectively, strongly to Yk · ∇ψ and to fψ in
L1(Ω). Hence, the inequality (4.41) becomes, with ψ replaced by Tk(u),∫

Ω

(
b(u)Tk(u) + Yk · ∇Tk(u)− fTk(u)

)
dx = 0. (4.43)

Now, we consider the renormalized formulation (3.3) for un where we take Tk(un) as test function
and S ∈ S with S = Sh,∫

Ω

(
Sh(un)Ykn · ∇Tk(un) + S′h(un)an(x,∇un) · (∇un)Tk(un) + b(un)Sh(un)Tk(un)

)
dx

=

∫
Ω
fnSh(un)Tk(un) dx. (4.44)

We are going to pass to the limit in (4.44), as h → ∞. We use the property (3.2) to pass to the
limit, as h → ∞, in the term containing the factor S′h(un) and, since Sh is monotone in h, we use
monotone convergence theorem to pass to the limit in the terms containing the factor Sh(un). We
get then ∫

Ω

(
Ykn · ∇Tk(un) + b(un)Tk(un)

)
dx =

∫
Ω
fnTk(un) dx, (4.45)
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as h → ∞ in (4.44). Since un converges to u a.e. in Ω, and also because fn ⇀ f in L1(Ω) and
‖Tk‖ <∞, arguing as in (4.34) and (4.35), we have∫

Ω
fnTk(un) dx =

∫
Ω
fnTk(u) dx+

∫
Ω
fn (Tk(un)− Tk(u)) dx→

∫
Ω
fTk(u) dx, as n→∞.

In the sequel, since b(un)Tk(un) ≥ 0, by Fatou’s lemma, one deduces∫
Ω

(
b(u)Tk(u)− fTk(u)

)
dx ≤ lim inf

n→∞

(∫
Ω

(
b(un)Tk(un)− fnTk(un)

)
dx

)
.

And so, from the inequality above and by using (4.45) and (4.43), we get (4.28).

Now, let’s go to the proof of the “div-curl” inequality (4.29). Thanks to Lemma 2.1, we know
that the sequence (

an(x, hm(∇Tk(un))) · hm(∇Tk(un))
)
m>0

is upper bounded by Ykn ·∇Tk(un) because it converges while growing to Ykn ·∇Tk(un), asm→∞.
So, one has, by (4.28),∫

Ω
Yk · ∇Tk(u) dx ≥ lim inf

n→∞

∫
Ω
an(x, hm(∇Tk(un))) · hm(∇Tk(un)) dx, for all m > 0.

Since
∫

Ω λ dνkx(λ) and
∫

Ω a(x, λ) dνkx(λ) are, respectively, the weak limits of ∇Tk(un) and
an(x,∇Tk(un)), then using the nonlinear weak-* convergence property (2.9), we get

lim
n→∞

∫
Ω
an(x, hm(∇Tk(un))) · hm(∇Tk(un)) dx =

∫
Ω×RN

a(x, hm(λ)) · hm(λ) dνkx(λ) dx,

and so ∫
Ω
Yk · ∇Tk(u) dx ≥

∫
Ω×RN

a(x, hm(λ)) · hm(λ) dνkx(λ) dx.

Now, thanks to Lemma 2.1, we can apply the monotone convergence theorem on the sequence
(a(x, hm(λ)) · hm(λ))m to deduce that, as m→∞,∫

Ω
Yk · ∇Tk(u) dx ≥

∫
Ω×RN

a(x, λ) · λ dνkx(λ) dx. (4.46)

Now using the representation formulas (4.8) and (4.16), and the fact that νkx(λ) is a probability
measure on RN for a.e. x ∈ Ω, we find∫

Ω×RN

(
a(x, λ)− a(x,∇Tk(u))

)
·
(
λ−∇Tk(u)

)
dνkx(λ) dx

=

∫
Ω×RN

a(x, λ) · λdνkx(λ) dx−
∫

Ω

(∫
RN

a(x, λ) dνkx(λ)

)
∇Tk(u) dx

−
∫

Ω
a(x,∇Tk(u))

(∫
RN

λdνkx(λ)

)
dx

+

∫
Ω

(a(x,∇Tk(u)) · ∇Tk(u))

(∫
RN

dνkx(λ)

)
dx

=

∫
Ω×RN

a(x, λ) · λ dνkx(λ) dx−
∫

Ω

(∫
RN

a(x, λ) dνkx(λ)

)(∫
RN

λ dνkx(λ)

)
dx

=

∫
Ω×RN

a(x, λ) · λ dνkx(λ) dx−
∫

Ω
Yk · ∇Tk(u) dx. (4.47)
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From (4.47) and (4.46), we deduce (4.29).

(ii) We prove (4.30) i.e. Yk = a(x,∇Tk(u)) a.e. in Ω.
Thanks to the “div-curl” inequality (4.29) and the strict monotonicity assumption (2.4) on a(x, ·),
one has (

a(x, λ)− a(x,∇Tk(u))
)
·
(
λ−∇Tk(u)

)
dνkx(λ) = 0 for a.e. x ∈ Ω,

and, subsequently for a.e. x ∈ Ω, λ = ∇Tk(u) wrt the measure νkx on RN . Since, by the repre-

sentation formula (4.8),∇Tk(u) =

∫
Ω
λ dνkx(λ), then the measure νkx reduces to the Dirac measure

δ∇Tk(u). Now, from the representation formula (4.16) we can deduce (4.30). Indeed, one has

Yk(x) =

∫
RN

a(x, λ) dνkx(λ) =

∫
RN

a(x, λ) dδ∇Tk(u(x))(λ) = a(x,∇Tk(u(x))).

Moreover, the sequence ∇Tk(un) generates the Young measure νkx = δ∇Tk(u) a.e. in Ω. So, from
Theorem 2.6−(ii), ∇Tk(un) converges to∇Tk(u) in measure on Ω as n→∞. 2

Lemma 4.6 For a.e. k > 0, an(x,∇Tk(un)) · ∇Tk(un) converges to a(x,∇Tk(u)) · ∇Tk(u)
strongly in L1(Ω).

Proof. By Lemma 4.5 − (ii) and (4.1), up to a subsequence, we have an(x,∇Tk(un)) · ∇Tk(un)
converges to a(x,∇Tk(u)) · ∇Tk(u) a.e. in Ω. Since an(x,∇Tk(un)) · ∇Tk(un) ≥ 0, by Fatou’s
lemma, one has∫

Ω
a(x,∇Tk(u)) · ∇Tk(u) dx ≤ lim inf

n→∞

∫
Ω
an(x,∇Tk(un)) · ∇Tk(un) dx

and so, by (4.28), we have

lim inf
n→∞

∫
Ω
an(x,∇Tk(un)) · ∇Tk(un) dx =

∫
Ω
a(x,∇Tk(u)) · ∇Tk(u) dx.

Thus, by the Scheffé’s theorem (see [19]), up to subsequence, one has an(x,∇Tk(un)) · ∇Tk(un)
converges to a(x,∇Tk(u)) · ∇Tk(u) strongly in L1(Ω). 2

Lemma 4.7 u is a renormalized solution of (1.1).

Proof. By Lemma 4.3 − (iv), one has Tk(u) ∈ W 1,p(·)(Ω). Now, we prove that b(u) ∈ L1(Ω).
Indeed, from (4.43), one has ∫

Ω
b(u)

1

k
Tk(u) dx ≤ ‖f‖L1(Ω)

which becomes by Fatou’s lemma, for k → 0,∫
Ω
|b(u)|dx ≤ ‖f‖L1(Ω).

Next, we prove (3.2) with the diffusion flux a(·, ·). By (2.5) and Hölder type inequality, we get∫
{k<|u|<k+1}

a(x,∇u) · ∇udx ≤C
∫
{k<|u|<k+1}

(
M|∇u|+ |∇u|p(x)

)
dx

≤C‖Mχ{|u|>k}‖Lp′(·)(Ω)‖(∇u)χ{k<|u|<k+1}‖Lp(·)(Ω)

+ C

∫
{k<|u|<k+1}

|∇u|p(x) dx. (4.48)
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Thus, (3.2) follows from (4.9).

It remains to prove (3.3) for u. Because C∞(Ω) is dense in W 1,p(·)(Ω) and in W 1,pn(·)(Ω), p
and pn verify (4.4), we can take test functions in C∞(Ω). So, let ψ ∈ C∞(Ω) be a test function for
the renormalized formulation (3.3) for un. One has∫

Ω

(
S(un)an(x,∇un) · ∇ψ + S′(un)an(x,∇un) · ∇unψ + b(un)S(un)ψ

)
dx

=

∫
Ω
fnS(un)ψ dx, (4.49)

where S ∈ S with suppS ⊂ [−M,M ]. As n→∞ in (4.49), reasoning as above to pass from (4.31)
to (4.41), we get the different limits given in (4.32), (4.33), and (4.36). So, we should direct espe-
cially our attention to the term∫

Ω
S′(un)an(x,∇un) · (∇un)ψ dx =

∫
Ω
S′(un)YMn · (∇TM (un))ψ dx.

The sequence S′(un) is uniformly bounded and converges to S′(u) a.e. in Ω. Thanks to Lem-
ma 4.6−(i) and by using Lebesgue generalized convergence theorem, this term converges to∫

Ω
S′(u)YM · ∇TM (u)ψ dx =

∫
Ω
S′(u)a(x,∇u) · ∇uψ dx.

We deduce the renormalized formulation (3.3) for u with all test function in C∞(Ω), which ends
the proof of Theorem 4.2. 2
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[15] M. Ru̇žička, Electrorheological Fluids: Modeling and Mathematical Theory, Lecture Notes
in Mathematics, vol. 1748, Springer-Verlag, Berlin, 2000.

[16] M. Ru̇žička, Modeling, mathematical and numerical analysis of electrorheological fluids, Ap-
plications of Mathematics 49, no. 6 (2004), pp. 565-609.

[17] L. Wang, Y. Fan, W. Ge, Existence and multiplicity of solutions for a Neumann problem in-
volving the p(x)-Laplace operator, Nonlinear Analysis 71 (2009), pp. 4259-4270.

[18] V. V. Zhikov, Averaging of functionals of the calculus of variations and elasticity theory,
Izvestija Akademii Nauk SSSR Serija Matematiceskaja 50, no. 4 (1986), pp. 675-710 (in Rus-
sian), English translation in Mathematics. USSR-Izvestiya 29 (1987), pp. 33-66.

[19] V. V. Zhikov, On the Lavrentiev effect, Doklady Akademii Nauk 345, no. 1 (1995), pp. 10-14
(in Russian).


	Introduction
	Preliminaries
	Renormalized solution
	Existence of renormalized solution
	Approximate solutions
	Convergence results
	Existence of renormalized solution

	Uniqueness of renormalized solution

	Continuous dependence for renormalized solutions

