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Abstract. In this paper, we establish the existence and uniqueness of a strong solution for a semi-
linear fractional differential equation by using Rothe’s method. Thereafter, we show the continuous
dependence of the solution on the initial data and the stability of the solution.
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1 Introduction

Consider the following semilinear fractional differential equation in a Banach space X

Dαu(t) +Au(t) = f(t, u(t)), t ∈ (0, T ], (1.1)

u(0) = u0, (1.2)

where Dα (0 < α < 1) denotes the standard Riemann–Liouville fractional derivative of order α,
−A : D(A) ⊂ X → X is the infinitesimal generator of aC0-semigroup S(t), t ≥ 0 of contractions
in X , u0 ∈ D(A), the domain of A, and the map f is continuous from I × D(A) into X . Here
I = [0, T ].

Fractional differentiation and integration are the generalization of the ordinary differentiation
and integration to arbitrary non-integral order. Fractional calculus is a powerful tool which plays
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an important role in the study of nonlinear oscillations of earthquakes and the modeling of multi-
scale problems. Fractional differential equations have been recently applied to engineering, physics,
signal processing and fractional dynamics problems etc. As indicated in [6], fractional differential
equations involving Riemann-Liouville differential operator of fractional order 0 < α < 1, appear
to be important in many physical problems. So they deserve an independent study parallel to the
well known theory of ordinary differential equations.

Zhou [7] has established the existence and uniqueness of solutions for the following system of
fractional differential equations by using Schauder’s fixed point theorem

Dαx(t) = f(t, x(t)),

x(t0) = x0,

where Dα (0 < α < 1) denotes the fractional derivative in the sense of Caputo’s definition.

Wang and Zhou [8] have proved the existence and uniqueness of a mild solution and established
the optimal control in the α-norm for the following semilinear fractional evolution equations by
using the fractional calculus, singular version Gronwall inequality and Leray–Schauder fixed point
theorem

Dqx(t) = −Ax(t) + f(t, x(t)), t ∈ [0, T ],

x(0) = x0,

where Dq is the Caputo fractional derivative of order 0 < q < 1, −A : D(A) → X is the
infinitesimal generator of a compact analytic semigroup of uniformly bounded linear operators and
f : J × Xα → X is locally Lipschitz continuous in Xα. Here Xα = D(Aα) (0 < α < 1) is
a Banach space with the norm ‖x‖α = ‖Aαx‖ for x ∈ Xα. For the approximation of fractional
derivatives, we refer the readers to [4].

In this paper our aim is to use Rothe’s method, also known as method of semidiscretization
in time or the method of lines, to prove the existence and uniqueness of solution for a semilinear
fractional differential equation and to study the continuous dependence of the solution on initial
data and the stability of solution.

Since 1930, various classical types of initial boundary value problem have been investigated by
many authors using the method of time discretization; see for instance [9] and [15] and references
therein. The method of time discretization is a very efficient tool in the study of an approximate
solution and its convergence to the solution of the problem. This method has been used by many
authors to study the solutions of abstract cauchy problems with classical conditions.

For more applications of the Rothe’s method to the parabolic boundary value problem, we refer
the readers to [11, 12, 18–20], and the references therein.

In Rothe’s method or the method of semidiscretization, we replace the time derivative by the
corresponding difference quotients and we obtain a system of time independent equations. By using
them–accretivity of the operator these systems are guaranteed to have unique solutions. Using these
approximate solutions we define the Rothe’s sequence. After proving some a priori estimates for
approximate solutions, we prove the convergence of the Rothe’s sequence to the unique solution of
the given problem.

The plan of the rest of the paper is as follows. In Section 2, we state all the assumptions and
preliminaries. In Section 3, we state the main result. In the last section, we state and prove all the
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lemmas that are required to prove the main result and at the end of this section, we prove the main
result.

2 Assumptions and Preliminaries

Definition 2.1 The fractional order integral of a function f(t) of order α > 0 is defined by

0D
−α
t f(t) =

1

Γ(α)

∫ t

0
(t− τ)α−1f(τ) dτ .

For convenience throughout the paper, we denote 0D
−α
t by D−α.

Definition 2.2 The Riemann-Liouville derivative of order 0 < α < 1 of a function f(t) is defined
as

0D
α
t f(t) =

1

Γ(1− α)

d

dt

∫ t

0

f(τ)

(t− s)α
dτ .

Definition 2.3 The solution of (1.1)–(1.2) is stable if for every ε > 0, there exists a δ > 0 s.t.

‖u(t)‖ < ε whenever ‖u0‖ < δ, ∀t ∈ [0, T ] .

Definition 2.4 Let X be a Banach space and let X∗ be its dual. For every x ∈ X we define the
duality map J as

J(x) = {x∗ : x∗ ∈ X∗ and 〈x∗, x〉 = ‖x‖2 = ‖x∗‖2} ,

where 〈x∗, x〉 denotes the value of x∗ at x.

Definition 2.5 By a strong solution of the problem (1.1)–(1.2), we mean an abstract function u such
that the following conditions are satisfied:

(i) u ∈ C(I,X) and u ∈ D(A),

(ii) Dα exists and is continuous on I , where 0 < α < 1,

(iii) u satisfies (1.1) a.e. on I , with the initial condition u(0) = u0 ∈ D(A).

Lemma 2.6 (Theorem 1.4.3, [5]) If −A is the infinitesimal generator of a C0-semigroup of con-
tractions, then A is m–accretive, i.e.,

(Au, J(u)) ≥ 0, for u ∈ D(A) ,

where J is the duality mapping and R(I +λA) = X for λ > 0, I is the identity operator on X and
R(·) is the range of an operator.

We assume the following assumption:

(H) There exists a constant k1 > 0 such that

‖f(t, u)− f(s, v)‖ ≤ k1[|t− s|+ ‖u− v‖], ∀t, s ∈ [0, T ], ∀u, v ∈ D(A) .



46 A. Raheem and D. Bahuguna, J. Nonl. Evol. Equ. Appl. 2013 (2013) 43–54

3 Main Result

Theorem 3.1 Suppose that H is satisfied and A is m–accretive. Then problem (1.1)–(1.2) has a
unique strong solution on I . Furthermore the solutions ui (i = 1, 2) corresponding to the initial
data ui0 (i = 1, 2) satisfy the following estimates

‖u1(t)− u2(t)‖ ≤ ‖u10 − u20‖ exp

(
Tαk1

2Γ(α+ 1)

)
.

If, in addition, f satisfies the following condition

‖f(t, u(t))‖ ≤ k2‖u(t)‖ ,

then the solution of (1.1)–(1.2) is stable.

4 Discretization and a priori estimates

To apply the method of time discretization, we divide the interval [0, T ] into the subintervals of
length hn = T

n and replace the equations (1.1)–(1.2) by the following approximate equations,

unj − αunj−1
hαn

+Aunj = f(tnj , u
n
j−1), j = 1, · · · , n, (4.1)

un0 = u0. (4.2)

Existence of unique unj ∈ D(A) satisfying (4.1)–(4.2) is a consequence of the m–accretivity of A.
Let f0 = f(0, u0).

Now we construct the Rothe’s sequence {Un(t)} of functions from I into D(A) defined by

Un(t) =


u0, for t ∈ [−τ, 0],

unj−1 +
t−tnj−1

hαn
(unj − αunj−1) in Inj = (tnj−1, t

n
j ],

j = 1, · · · , n.

(4.3)

Now we prove the convergence of the sequence {Un} to the unique solution of the problem as
n → ∞. For this first we prove the some estimates for unj and

unj −αunj−1

hαn
using H. Throughout the

paper we denote the generic constant by C, which may have different value in the same discussion.

Lemma 4.1 There exists a constant C (independent of n, j and hn) such that

‖unj − u0‖ ≤ C .

Proof. Taking j = 1 in (4.1) and using (4.2), we get

un1 − αu0
hαn

+Aun1 = f(tn1 , u0).
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Subtracting 1
hαn
u0 +Au0, from both sides of above equation, we get

un1 − u0 + hαn(Aun1 −Au0) = hαn[f(tn1 , u0)−Au0]− (1− α)u0.

Applying J(un1 − u0) on both sides, we get

〈un1 − u0, J(un1 − u0)〉+ hαn〈(Aun1 −Au0), J(un1 − u0〉
= 〈hαn(f(tn1 , u0)−Au0)− (1− α)u0, J(un1 − u0)〉.

By using m–accretivity of A and the definition of duality map J , we get

‖un1 − u0‖ ≤ hαn[‖f(tn1 , u0)‖+ ‖Au0‖] + (1− α)‖u0‖
≤ hαn[‖f(tn1 , u0)− f(0, u0)‖+ ‖f(0, u0)‖+ ‖Au0‖] + (1− α)‖u0‖.

Using H, we get

‖un1 − u0‖ ≤ hαn[k1|tn1 |+ ‖f(0, u0)‖+ ‖Au0‖] + (1− α)‖u0‖
≤ Tα[k1T + ‖f0‖+ ‖Au0‖] + (1− α)‖u0‖ ≡ C (say).

We will prove this result by induction. For this we assume that

‖uni − u0‖ ≤ C, ∀i < j .

Now we show that
‖unj − u0‖ ≤ C .

Subtracting 1
hαn

(u0 − αu0) +Au0 from both sides of (4.1), we get

(unj − u0) + hαn(Aunj −Au0) = α(unj−1 − u0) + hαn[f(tnj , u
n
j−1)−Au0]− (1− α)u0.

Applying J(unj − u0) on both sides and using using m–accretivity of A, we get

〈unj − u0, J(unj − u0)〉 ≤ α〈unj−1 − u0, J(unj − u0)〉+ hαn〈f(tnj , u
n
j−1), J(unj − u0)〉

−hαn〈Au0, J(unj − u0)〉 − (1− α)〈u0, J(unj − u0)〉.

By using the definition of duality map J , we get

‖unj − u0‖ ≤ α‖unj−1 − u0‖+ hαn[‖f(tnj , u
n
j−1)‖+ ‖Au0‖] + (1− α)‖u0‖.

By using H and induction hypothesis, we get

‖unj − u0‖ ≤ αC + hαn[k1(|tnj |+ C) + ‖f0‖+ ‖Au0‖] + (1− α)‖u0‖
‖unj − u0‖ ≤ αC + Tα[k1(T + C) + ‖f0‖+ ‖Au0‖] + (1− α)‖u0‖

≡ C (say).

This completes the proof of lemma. �

Lemma 4.2 There exists a constant C (independent of n, j and hn) such that∥∥∥∥unj − αunj−1hαn

∥∥∥∥ ≤ C .
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Proof. Taking j = 1 in (4.1), we get

un1 − αun0
hαn

+Aun1 = f(tn1 , u
n
0 ).

Subtracting αAun0 and applying J(un1 − αun0 ) from both sides of the above equation, we get

1

hαn
〈un1 − αun0 , J(un1 − αun0 )〉+ 〈Aun1 − αAun0 , J(un1 − αun0 )〉

= 〈f(tn1 , u
n
0 )− αAun0 , J(un1 − αun0 )〉.

By using m–accretivity of A and the definition of duality map J , we get∥∥∥∥un1 − αun0hαn

∥∥∥∥ ≤ ‖f(tn1 , u
n
0 )‖+ α‖Aun0‖.

Using H, we get: ∥∥∥∥un1 − αun0hαn

∥∥∥∥ ≤ k1[|tn1 |+ ‖f0‖] + α‖Au0‖

≤ k1[T + ‖f0‖] + α‖Au0‖ ≡ C (say).

We will prove this result by induction. For this we assume that∥∥∥∥uni − αuni−1hαn

∥∥∥∥ ≤ C, ∀i < j.

Now we show that ∥∥∥∥unj − αunj−1hαn

∥∥∥∥ ≤ C.
Subtracting α time of (4.1) written for j − 1, from the same equation written for j, we get

unj − αunj−1
hαn

− α
unj−1 − αunj−2

hαn
+Aunj − αAunj−1 = f(tnj , u

n
j−1)− αf(tnj−1, u

n
j−2).

Applying J(unj − αunj−1) to both sides and using the m–accretivity of A, we get∥∥∥∥unj − αunj−1hαn

∥∥∥∥ ≤ α ∥∥∥∥unj−1 − αunj−2hαn

∥∥∥∥+ ‖f(tnj , u
n
j−1)‖+ α‖f(tnj−1, u

n
j−2)‖.

Using H, we get∥∥∥∥unj − αunj−1hαn

∥∥∥∥ ≤ α ∥∥∥∥unj−1 − αunj−2hαn

∥∥∥∥+ k1(|tnj |+ ‖unj−1 − u0‖)

+αk1(|tnj−1|+ ‖unj−2 − u0‖) + (1 + α)‖f0‖.

Using Lemma 4.1 and the induction hypothesis, we get∥∥∥∥unj − αunj−1hαn

∥∥∥∥ ≤ αC + k1(1 + α)(T + C) + (1 + α)‖f0‖ ≡ C (say).

This completes the proof of lemma. �
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Now we define a sequence of step functions {Xn(t)} as

Xn(t) =


u0, at t = 0,

unj , t ∈ (tnj−1, t
n
j ].

(4.4)

Remark 4.3 From Lemma 4.1 and Lemma 4.2, it follows that the functions Un(t) are uniformly
Lipschitz continuous on (0, T ] and Un(t) − Xn(t) → 0 in X as n → ∞ on (0, T ]. Furthermore
sequences {Un(t)} and {Xn(t)} are uniformly bounded in X .

We denote
fn(t) := f(tnj , u

n
j−1) .

Using (4.3) and (4.4) in (4.1), we get:

DαUn(t) +AXn(t) = fn(t), (4.5)

where Dα denotes the fractional derivative in (0, T ].

Integrating above between the limits 0 to t, we get

1

Γ(α)

∫ t

0
(t− s)α−1AXn(s) ds = u0 − Un(t) +

1

Γ(α)

∫ t

0
(t− s)α−1fn(s) ds. (4.6)

Lemma 4.4 There exist u ∈ C([0, T ], D(A)) such that Un → u, as n → ∞. Moreover u is
Lipschitz continuous on [0, T ].

Proof. Subtracting (4.5) written for m from the same equation written for n, and applying
J(Xn(t)−Xm(t)) on both sides, also using m–accretivity of A, we get

〈DαUn(t)−DαUm(t), J(Xn(t)−Xm(t))〉 ≤ 〈fn(t)− fm(t), J(Xn(t)−Xm(t))〉.

Using above equation and the fact

Dα‖Un(t)− Um(t)‖2 = 〈Dα(Un(t)− Um(t)), J(Un(t)− Um(t))〉 ,

we conclude that

Dα‖Un(t)− Um(t)‖2 ≤ 〈fn(t)− fm(t), J(Un(t)− Um(t))〉
+ 〈DαUn(t)−DαUm(t), J(Un(t)− Um(t))〉
− 〈DαUn(t)−DαUm(t), J(Xn(t)−Xm(t))〉
+ 〈fn(t)− fm(t), J(Xn(t)−Xm(t))〉
− 〈fn(t)− fm(t), J(Un(t)− Um(t))〉 .

Now using the definition of duality map, we get

Dα‖Un(t)− Um(t)‖2 ≤ ‖fn(t)− fm(t)‖‖Un(t)− Um(t)‖+ εnm(t) (4.7)

where
εnm(t) = [‖Dα(Un(t)− Um(t))‖+ ‖fn(t)− fm(t)‖] ε′nm(t)
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and
ε′nm(t) = ‖Un(t)−Xn(t)‖+ ‖Um(t)−Xm(t)‖ .

According to Remark 4.3, εnm, ε′nm → 0 as n,m→∞.
Using H, we get

‖fn(t)− fm(t)‖ = ‖f(tnj , u
n
j−1)− f(tml , u

m
l−1)‖

≤ k1[| tnj − tml | +‖unj−1 − uml−1‖] .

Using (4.3) and Lemma 4.2, we get

‖fn(t)− fm(t)‖ ≤ k1[|tnj − tml |+ Chn + Ckm] + k1‖Un(t)− Um(t)‖ .

Using above inequality in (4.7), we get

Dα‖Un(t)− Um(t)‖2 ≤ ε′′nm(t) + k1‖Un(t)− Um(t)‖2

where
ε′′nm(t) = k1[|tnj − tml |+ Chn + Ckm]‖Un(t)− Um(t)‖+ εnm(t) .

It is clear that ε′′nm → 0 as n,m→∞.
Integrating between the limits 0 to t, and using Definition 2.1, we get

‖Un(t)− Um(t)‖2 ≤ g(t) +
k1

Γ(α)

∫ t

0
(t− s)α−1‖Un(s)− Um(s)‖2 ds ,

where

g(t) =
1

Γ(α)

∫ t

0
(t− s)α−1ε′′nm(t) ds .

Applying Gronwall’s inequality we conclude that there exist u ∈ C([0, T ], D(A)) such that
Un → u as n→∞. As each Un is uniformly Lipschitz continuous, u is Lipschitz continuous.

This completes the proof of lemma. �

Remark 4.5 By Remark 4.3 and Lemma 4.4, we conclude that Xn(t) → u(t) as n → ∞. Again
according to Remark 4.3, sequence {AXn(t)} is uniformly bounded in (0, T ]. So by Lemma 2.5 [3],
we have AXn(t) ⇀ Au(t). Here ⇀ denote weak convergence in X .

Proof of Theorem 3.1. Now for every x∗ ∈ X∗, t ∈ (0, T ], from (4.6) we have

1

Γ(α)

∫ t

0
〈(t− s)α−1AXn(s), x∗〉 ds = 〈u0, x∗〉 − 〈Un(t), x∗〉

+
1

Γ(α)

∫ t

0
〈(t− s)α−1fn(s), x∗〉 ds.

By using bounded convergence theorem and Lemma 4.4, we get

1

Γ(α)

∫ t

0
〈(t− s)α−1Au(s), x∗〉ds = 〈u0, x∗〉 − 〈u(t), x∗〉

+
1

Γ(α)

∫ t

0
〈(t− s)α−1f(s, u(s)), x∗〉 ds.
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As Au(t) is Bochner integrable on (0, T ], from the above equation, we obtain

Dαu+Au(t) = f(t, u(t)), a.e. t ∈ (0, T ]. (4.8)

Clearly u ∈ C([0, T ], X) and differentiable a.e. on (0, T ] with u(t) ∈ D(A) a.e. on (0, T ] and
u(0) = u0 satisfying (4.8). Hence it will be a strong solution of the problem (1.1)–(1.2) on [0, T ].

Next we show the uniqueness of this strong solution. For this we assume that u1 and u2 are two
strong solutions of the problem (1.1)–(1.2). Let u = u1 − u2, then from (4.8), we have

Dαu(t) +Au1(t)−Au2(t) = f(t, u1(t))− f(t, u2(t)), t ∈ (0, T ] .

Applying J(u1(t)− u2(t)) on both sides and using m–accretivity of A, we get

Dα〈u(t), J(u(t))〉 ≤ 〈f(t, u1(t))− f(t, u2(t)), J(u(t))〉 .

By using H, we get

Dα‖u(t)‖2 ≤ k2‖u(t)‖2 .

Integrating between the limit 0 to t, we get

‖u(t)‖2 ≤ k2
Γ(α)

∫ t

0
(t− s)α−1‖u(s)‖2 ds .

Applying Gronwall’s inequality, we obtain

u(t) = 0, t ∈ (0, T ]⇒ u1(t) = u2(t), ∀t ∈ (0, T ] ,

which yields the uniqueness of the strong solution of (1.1)–(1.2).

Next we show the continuous dependence of the above solution on the initial data.

We are given that u1 and u2 are two strong solutions corresponding to the initial data u10 and u20
respectively.

From (4.8), we have

Dα(u1(t)− u2(t)) +Au1(t)−Au1(t) = f(t, u1(t))− f(t, u2(t)) .

Applying J(u1(t)− u2(t)) and using m–accretivity of A, we get

Dα〈(u1(t)− u2(t)), J(u1(t)− u2(t))〉 ≤ 〈f(t, u1(t))− f(t, u2(t)), J(u1(t)− u2(t))〉 .

Using the definition of duality map and H, we get

Dα‖u1(t)− u2(t)‖2 ≤ k1‖u1(t)− u2(t)‖2 .

Integrating and using Definition 2.1, we get

‖u1(t)− u2(t)‖2 − ‖u10 − u20‖2 ≤
k1

Γ(α)

∫ t

0
(t− s)α−1‖u1(s)− u2(s)‖2 ds .



52 A. Raheem and D. Bahuguna, J. Nonl. Evol. Equ. Appl. 2013 (2013) 43–54

Applying Grownwall’s inequality, we obtain

‖u1(t)− u2(t)‖2 ≤ ‖u10 − u20‖2 exp

(
k1

Γ(α)

∫ t

0
(t− s)α−1 ds

)
‖u1(t)− u2(t)‖2 ≤ ‖u10 − u20‖2 exp

(
Tαk1

2Γ(α+ 1)

)
.

In the last, we will prove the stability of the problem (1.1)–(1.2).

Applying J(u(t)) on the both sides of (4.8), we get

Dα〈u(t), J(u(t))〉+ 〈Au(t), J(u(t))〉 ≤ 〈f(t, u(t)), J(u(t))〉 .

By using the m–accretivity of A and the definition of duality map, we get:

Dα‖u(t)‖2 ≤ ‖f(t, u(t))‖‖u(t)‖
≤ k2‖u(t)‖2.

Integrating and using Definition 2.1, we get

‖u(t)‖2 ≤ ‖u(0)‖2 +
k2

Γ(α)

∫ t

0
(t− s)α−1‖u(s)‖2 ds.

Applying Grownwall’s inequality, we obtain

‖u(t)‖2 ≤ ‖u(0)‖2 exp

(
k2

Γ(α)

∫ t

0
(t− s)α−1 ds

)
≤ ‖u(0)‖2 exp

(
k2T

α

Γ(α+ 1)

)
.

This implies that

‖u(t)‖ < ε whenever ‖u0‖ < ε exp

(
− k2T

α

2Γ(α+ 1)

)
.

This completes the proof of the main result. �
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